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ABSTRACT: We investigate the structural dynamics of iodine
elimination reaction of 1,2-diiodoethane (C,H,l,) in cyclohex-
ane by applying time-resolved X-ray liquidography (TRXL).
The TRXL technique combines structural sensitivity of X-ray
diffraction and 100 ps time resolution of X-ray pulses from
synchrotron and allows direct probing of transient structure of
reacting molecules. From the analysis of time-dependent X-ray
solution scattering patterns using global fitting based on DFT
calculation and MD simulation, we elucidate the kinetics and
structure of transient intermediates resulting from photodisso-
ciation of C,H,L,. In particular, the effect of solvent on the
reaction kinetics and pathways is examined by comparison with
an earlier TRXL study on the same reaction in methanol. In
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cyclohexane, the C,H,I radical intermediate undergoes two branched reaction pathways, formation of C,H,I—I isomer and direct
dissociation into C,H, and I, while only isomer formation occurs in methanol. Also, the C,H,I—I isomer has a shorter lifetime in
cyclohexane by an order of magnitude than in methanol. The difference in the reaction dynamics in the two solvents is accounted for
by the difference in solvent polarity. In addition, we determine that the C,H,I radical has a bridged structure, not a classical structure,

in cyclohexane.

1. INTRODUCTION

Chemical reactions in solution and liquid phases have been of
much interest as many industrially important and biologically
relevant reactions occur in solution. Time-resolved X-ray liqui-
dography (TRXL), or time-resolved X-ray solution scattering,
has emerged as a powerful technique for studying the solution-
phase reaction dynamics because it can monitor in real time the
structural dynamics of photoinduced phenomena in the solution
phase. Traditionally, time-resolved optical spectroscopies such as
pump—probe transient absorption and time-resolved Raman
techniques have flourished in studying the fast reaction dynamics
in condensed media, but they can probe only specific electronic
or vibrational transitions of local chromophores and thus lack
the sensitivity to the global molecular structure. The limitation
of the time-resolved optical spectroscopy can be complemented
by using X-ray pulse as probe. Because X-ray is diffracted (or
scattered) off all atom—atom pairs and chemical species present
in the molecule, direct information on the global molecular
structure can be retrieved from the measured X-ray diffraction
patterns. By combining the structural sensitivity of X-ray diffrac-
tion and superb time resolution (100 ps) of the X-ray pulses
generated from third-generation synchrotron, the TRXL pro-
vides rather direct information on the transient structures of
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reacting molecules, for example, time-dependent change of bond
lengths and angles. In recent years, TRXL has been successtully
applied to elucidating the structural dynamics of various molecular
systems including diatomic molecules, haloalkanes, organometallic
complexes, proteins, and nanoparticles in solution phase.' ¢

The major challenge in understanding the solution-phase
chemistry arises from the presence of numerous solvent mol-
ecules surrounding solutes, leading to the interaction between
solute and solvent. The solute—solvent interaction can have a
profound effect on the progress of a chemical reaction by
changing the landscape of the potential energy surfaces. In
particular, the polarity and geometry of the local solvent envir-
onment sensitively alters the rates, pathways, and branching
ratios of the chemical reaction in solution.!” ' Therefore, to
have a better understanding of the dynamics and mechanism of
solution-phase reactions, it is crucial to take into account the
complex influence of the solvent.
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Figure 1. Photoinduced iodine elimination reaction of C,H,l,. By
photoexcitation, the first iodine is dissociated and C,H,I radical is
formed. The structure of C,H,I radical formed by dissociation of the first
iodine atom has been controversial between the bridged and classical
structures before the earlier work using TRXL revealed that the radical
has a bridged structure in methanol. The C,H,I radical either reacts with
Iatom to form C,H,I—Iisomer (and then dissociates to C,H, and I,) or
directly dissociates into CH, and L. According to the previous TRXL
work of this reaction in methanol solvent, only the former channel
(isomer formation) occurs in methanol.

In this work, we explore the solvent effect on photoinduced
iodine elimination reaction of 1,2-diiodoethane (C,H,I,) in
cyclohexane solution by applying the TRXL technique. Photo-
dissociation of haloethane has attracted much interest due to its
simple molecular structure and its implication for stereochemis-
try. In particular, a short-lived haloethyl radical such as CH,ICH,
radical formed by dissociation of the first iodine atom plays an
important role in determining stereoselectivity of certain chemi-
cal processes (see Figure 1).”°~** To explain the stereoselectivity
observed in free-radical addition reactions, theoretical studies by
Skell and co-workers proposed a bridged structure, instead of the
classical anti-structure, for haloethyl radicals.*>*® However,
despite many theoretical”’ >* and experimental efforts,>' 3¢
direct structural evidence for the bridged radical structure has
been elusive. Especially, many spectroscopic studies made for
studying halogen elimination reactions of haloethanes** ¢
not able to directly determine the structure of haloethyl radicals
due to the lack of structural sensitivity of the spectroscopic tools.
Later, the ultrafast electron diffraction (UED) technique, which
is sensitive to global molecular structure, was applied to study-
ing photodissociation of C,F,I, in the gas phase, but revealed
that C,F,I radical is of classical structure, not bridged struc-
ture.””*® Only recently, a TRXL study on photodissociation of
C,H,], elucidated that the C,H,I radical has the bridged struc-
ture in methanol.* This finding demonstrates the power of the
TRXL technique in revealing the detailed structure of transient
species.

Based on the result of the earlier work on C,H,I, photo-
dissociation in the polar methanol solvent, we here present a
study of the same reaction in a nonpolar, aprotic cyclohexane
solvent. By analyzing the experimental data using the theoretical
analysis protocol combining quantum calculation, molecular
dynamics (MD) simulation, and global fitting, we extract the
reaction kinetics, mechanism, and conformational structure of
the C,H,I radical in cyclohexane. Comparison of the results
from the TRXL measurements in two solvents of different
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Figure 2. (a) Schematic of the setup for TRXL experiment. The optical
laser pulse initiates the photoinduced reaction, and after a well-defined
time delay, a X-ray pulse is diffracted off the photoexcited sample. By
taking the difference between the diffraction patterns obtained before
and after the laser interaction, we can extract the information on the
structural change of the reacting molecules. (b) The difference scattering
image is obtained by taking the difference between the scattering image
measured at a positive time delay (e.g, 100 ps) and the reference
scattering image measured at a negative time delay (e.g,, —3 ns). The
obtained difference scattering image can be reduced to one-dimensional
(1D) scattering curve by azimuthally integrating the difference image.

polarities allows us to examine how the solvent influences the
reaction dynamics.

2. EXPERIMENTAL SECTION

TRXL is a pump—probe method that employs the laser pulse
as pump and the hard X-ray pulse as probe, as shown in Figure 2.
A photoreaction of interest is initiated by a laser pulse and the
progress of the reaction is monitored by a time-delayed X-ray
pulse scattered (or diffracted) off the sample. The obtained
time-dependent scattering patterns contain the information
on the transient structure of reacting molecules. By analyzing
the difference scattering signals measured at various pump—
probe time delays, the reaction dynamics can be revealed. For the
analysis of experimentally measured data, the experimental
curves are globally fit by theoretical scattering curves using a
least-squares fitting method. The theoretical scattering curves for
all the chemical species potentially involved in the reaction are
generated from the molecular structure calculated by high-level
DFT calculation and the pair distribution functions, g(r), ob-
tained from MD simulation. More details of the TRXL method
are given in our review articles." ?

Methods and Materials. The TRXL experiments were per-
formed on the beamline ID09B at the European Synchrotron
Radiation Facility (ESRF). The detailed setup of the TRXL
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experiment is described elsewhere.' > Briefly, a typical pump—
probe scheme consisting of optical pump and X-ray probe pulses
was employed to initiate and monitor the chemical reaction, res-
pectively. A laser pulse at 267 nm was generated by frequency-tripling
the 800 nm output from an amplified Ti:sapphire laser system
and used to trigger the photodissociation reaction of C,Hyl,. In
order to prevent multiphoton excitation, the laser pulse was
temporally stretched to ~2 ps by transmission through a fused
silica rod of 30 cm length. The laser pulse of 40 uJ pulse energy
was focused to a dlameter of 100 um at the sample, giving a
fluence of 4 mJ/mm”. Subsequently, a time-delayed X-ray pulse
was scattered off the sample to probe the progress of the
reaction. The X-ray pulse was ~100 ps long with 5 x 10°
photons per pulse and has a quasi-monochromatic spectrum
peaked at 18.2 keV with 0.45 keV bandwidth. The X-ray pulse
was selected from the 16-bunch filling mode of the synchrotron
ring using a synchromzed mechanical chopper and focused to a
spot of 100 X 85 um” on the sample. The temporal overlap
between X-ray and laser pulses was monitored by a fast GaAs
detector, and the time delay was varied electronically with 5 ps
precision. The laser and X-ray pulses were also spatially over-
lapped in a quasi-parallel geometry with a cross-angle of 10°.
The two-dimensional (2D) scattering patterns were collected
with an area detector (MARCCD, Mar Systems, 2048 X 2048,
64.3 um effective pixel size) with a sample-to-detector distance
of 43 mm and an exposure time of 3 s. The solution sample was
prepared by dissolving C,H,I, (Aldrich, 99.99%) in cyclohex-
ane at 60 mM concentration and was circulated through a
capillary of 1 mm thickness. The nozzle provides a stable flow of
liquid and allows the refreshment of the liquid sample between
subsequent laser pulses at a repetition rate of 1 kHz. The
solution scattering signals were measured at various time delays
between the laser and X-ray pulses (—100 ps, 100 ps, 300 ps,
1 ns,3 ns, 10 ns, 30 ns, 70 ns, and 100 ns). In addition, the signal
ata negative time delay (—3 ns) was measured as a reference for
the unexcited sample and was used for obtaining the difference
scattering signal.

Data Processing. The 2D scattering patterns recorded on the
CCD detector were azimuthally integrated into 1D intensity
curves, S(g,t), as a function of momentum transfer q = (47/
A)sin(260/2), where A is the wavelength of the X-ray and the 20 is
the scattering angle) and time delay t between the laser and X-ray
pulses. The curves were averaged and scaled to the total scatter-
ing of one cyclohexane molecule, both elastic and inelastic, from
nonexcited solvent/solute background in the high q region,
where the scattering is insensitive to structural changes. After
scaling the intensities, difference-scattering curves were gener-
ated by subtracting the reference data measured at —3 ns from
the data at other time delays. Then, q is multiplied to AS(g,t) to
magnify the intensities at high scattering angles. The correlated
difference radial distribution function (RDF), rAS(r,t), which
provides radial electron density change as a function of intera-
tomic distance r in real space, was obtained by sine-Fourier
transforming the gAS(g,t) curves:

rAS(r,t) = #/quAS(q, t)sin(gr)exp( — q*a)dq (1)

where the constant & (. = 0.03 A*) is a damping constant used to
account for the finite g range of the experimental data.

Data Analysis. The treated data curves, gAS(qt), were
analyzed using our homemade algorithm for welghted least-
squares fitting that minimizes the chi-square ()*) difference

between the experimental data and the theoretical model func-
tion. Because the experimental gAS(q,t) data at various time
delays are related to each other through reaction kinetics, they
were globally fit by minimizing the sum of reduced chi-square
values at all positive time delays given by

2
Xz _ 1 Z Z <ASlhe0ry iy ]) Asexperimenlal(qirt))) (2)

N—m j=time delay i Oij

where N is the number of data points along the g axis, m is the
number of fitting parameters, and 0 is the standard dev1at10n of
the scattering curve at a given time delay ti. The reduced xis
commonly used as a measure of the goodness of a fit and the
value of 1 means the best fit. The minimization was performed in
the q range from 0.5 to 8.5 A. The global-fitting parameters
consist of rate constants of various reaction pathways, branching
ratios among photoproducts, and the size of laser spot at the
sample. The %> was minimized using the MINUIT package
written at CERN.*

In the global fitting analysis, we fit the experimentally mea-
sured difference scattering curves using theoretical difference
scattering curves. The model function for the theoretical differ-
ence scattering accounts for three major components contribut-
ing to the signal: (i) solute-only term, (ii) solute—solvent cross
term (called the cage term), and (jii) solvent-only term, as in the
following expression:

AS(q,t) = ASolute—only (@, t) + ASsolute—solvent (4 ) + ASsolvent—only (4 £)

= ASolute—related (q) t) + ASsoIVen(—Cnly (qr t)

= 2|3 al)Sia) — Si(a) T al0)
R k k

(B)eno (3] v

where R is the ratio of the number of solvent molecules to that of
solute molecules, k is the index of the solute species (reactants,
intermediates and products), ci(f) is the concentration of k™
species as a function of time delay ¢, S;(q) is the solute-related
(that is, solute-only and cage components) scattering intensity of
k™ species, and S (q) is the scattering intensity related to the
reactants (g = reactants). (3S(q)/dT), is the change in the
solvent scattering intensity in response to the temperature rise
at a constant density, (9S(q)/dp)r is the solvent scattering
change with respect to the change of solvent density at a constant
temperature, and AT(t) and Ap(t) are the changes in tempera-
ture and density of the solvent, respectively, at a time delay t. The
Si(g)’s were calculated from the molecular structures obtained
from DFT calculation and the atom—atom pair distribution
functions, g(r), obtained from MD simulation. The details of the
DFT calculation and the MD simulation are described in the
next sections. We performed the DFT calculation and MD simu-
lation for all the possible intermediates and products (C,H,L,,
C,H,I, C,H,I-1, C,H,, I,, and I) included in the kinetic scheme
in Figure S1 in the Supporting Information (SI). The g(r)’s of
all the chemical species considered in our analysis are shown
in Figure S2 in the SL The solvent differential functions, (35(q)/
dT), and (8S(q)/dp)r, that account for solvent heating and
expansion were determined from a separate measurement where
pure cgclohexane solvent is vibrationally excited by near-infrared
light.*

+

(3)
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Table 1. Structural Parameters of the Chemical Species
Considered in the Kinetic Scheme”

structural parameters optimized values

C,H,L,

C,—C, 1.51A
c,-1,° 215A
C—1, 3.02 A
L-L 5.02 A
L,—C,—C,* 110.15°
I—C,—C,—L, 180°
C,H,I bridge

c-C 133A
Cc-I 3.13A
I-C-C* 77.69°
C,H, 11

c-C 133A
c-1, 329A
Cc-1, 594 A
L1, 2.68 A
I,—C-C 78.37°
C,H,

c-C 132A
L

I-1 2.66 A

“These values were obtained from the structures optimized by DFT
calculation. To better match the experimental curve for the contribution
of C,H,I radical only, we modified the structures of C,H,I, and C,H,I
by tuning the C—I distances and I-C— C angles. ®To fit the contribu-
tion of only C,H,I radical shown in Figure 9, we modified these two
parameters while keeping the I; —I, distance unchanged. The optimum
values for C,—I; and I;—C,;—C, were determined to be 2.25 A and
101.49°, respectively. “To fit the contribution of only C,H,I radical
shown in Figure 9, we modified these two parameters. The optimum
values for C—I and I—C—C were determined to be 3.47 A and 78.92°,
respectively.
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Figure 3. Energies of the chemical species involved in the iodine
elimination reaction of C,H,I,. The energy values were calculated by
DFT method using wB97X functional. The energies shown in the
diagram were calculated relative to the energy of the C,H,I, parent
molecule in the ground state.

Density Functional Theory Calculation. The structures of
reactants and their presumed photoproducts were calculated
using density functional theory (DFT) method. We used wB97X
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Figure 4. Difference scattering curves of C,H,I, in cyclohexane at
various time delays after photolysis at 267 nm. (a) Experimental (black)
difference scattering curves represented as qAS(q) in g-space and
theoretical curves (red) obtained by global fitting analysis of the experi-
mental data. (b) Difference RDFs, rAS(r), obtained by sine-Fourier
transformation of the gAS(q) difference scattering curves shown in (a).

functional as DFT exchange-correlation functional, and all quan-
tum chemical calculations were carried out by the Gaussian09
program.*' It was found that wB97X is well suited for predicting
the molecular structure of halomethane and haloethane, giving
the bond lengths that agree well with experimental values or
calculated values using high-level ab initio methods such as
CCSD(T).* As a basis set, aug-cc-pVTZ-PP small-core relati-
vistic effective core potential (RECP) was used for iodine so that
the scalar relativistic effect of heavy element can be considered.
We also used aug-cc-pVTZ all-electron basis sets for other atoms.
To describe the solvent environment, the integral-equation-
formalism polarizable continuum model (IEFPCM) method
was used. The structures were fully optimized in the solvent
environment and subsequent harmonic vibrational frequencies
were calculated for the optimized structures. The structural
parameters of the optimized structures are listed in Table 1.
Also, based on the calculated energies of each species, a diagram
containing the energies of all the reaction pathways considered in
this work is shown in Figure 3.

Molecular Dynamics Simulation. The molecular dynamics
(MD) simulations were done using the program MOLDY,*
which has successfully simulated the molecules in the solution
phase in previous works.*”'® The simulated solution system
consists of one solute molecule surrounded by 256 cyclohexane
molecules in a cubic box of ~26 A. All simulations were
performed at an ambient temperature (300 K) with a solvent
density of 0.779 g/cm”. The system was equilibrated over 200 ps
at a constant temperature via coupling to a Nose-Hoover
thermostat.** The simulations were performed in the NVT
ensemble with 1 fs time step and the trajectories were followed
up to 1 ns. From the simulation, we obtained the atom—atom
pair distribution functions, g(r), from which the scattering
intensity of each molecular species was calculated using our
homemade codes and tabulated atomic form factors.

3. RESULTS AND DISCUSSION
Time-Resolved Difference Scattering of C;H,l, Photodis-

sociation. The experimental difference scattering curves at various
time delay points are shown in Figure 4a. The experimental
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Figure 5. Difference RDFs represented in r-space are decomposed into three components: (a) the solute-only term, (b) the solute—solvent cross term
(cage term), and (c) the solvent-only term. At the bottom of each plot, major features in the difference scattering curves are assigned by lines, which were
obtained from the radial pair distribution functions, g(r), calculated by the MD simulation. The lines in (a) correspond to the bond lengths of solute
species calculated by DFT calculation. The black, red, green and blue lines correspond to I—I of C,H,I,, C—I of C,H,l,, C—I of C,H,I radical, and 11
of C,H,I—T or L, respectively. The lines in (b) indicate the peak positions of broad g(r) distributions for the I+ + + Cygyent (black) and C- - - Cogpyen: (red)
solute—solvent atomic pairs shown in Figure $2.In (a) and (b), the lines above the baseline correspond to the features related to the intermediates and
products, while the lines below the baseline correspond to the features associated with the parent C,H,I, molecule. The lines in (c) indicate the features
arising from the change in solvent temperature described by q[3S(g)/8T]v (black) and the ones resulting from thermal expansion described by q[3S(q)/
dp]r (red). All the solvent features arise from the C- - - C atomic pairs in cyclohexane.

difference scattering curves were obtained by the difference
between the signal measured at a positive time delay and the
reference signal measured at the time delay of —3 ns, which
corresponds to the scattering signal of the unexcited sample. The
difference scattering curves show distinct oscillatory features,
which are the signature of structural changes of reacting molecules.
The best-fit theoretical difference scattering curves obtained
from the global fitting analysis described in the Experimental
Section are shown together with the experimental curves in
Figure 4a. The difference scattering curve in g-space, gAS(g), can
be sine-Fourier transformed into real space, giving the difference
radial distribution functions (RDFs), rAS(r), where r is the
interatomic distance (Figure 4b). Because the difference RDF
represents the change of interatomic distances of the chemical
species participating in the reaction, it serves as an intuitive
measure of the structural change of the reacting molecules.

However, because the solution scattering signal is a mixture of
solute, cage, and solvent terms, the features in the raw difference
RDFs are very broad and it is difficult to clearly assign them to
specific atom—atom pairs of the chemical species. To assign the
features in the difference scattering curves more clearly, we
decomposed the difference RDFs shown in Figure 4b into three
components: the solute term, the solute—solvent cross term
(cage term), and the solvent term, as shown in Figure 5. We
assigned the major features of the difference scattering using the
lines drawn at the bottom of each plot in Figure 5. These lines
were obtained from the atom—atom pair distribution functions,
g(r), calculated from the MD simulation implemented for all the
chemical species involved in the reaction. The g(r) represents the
distribution of distance between an atom—atom pair, and the
theoretical scattering curve of each species was calculated from
the g(r) as well. The g(r)’s of all the chemical species used in our
analysis are shown in Figure S2 in the SI. Because each line in
Figure S has different degrees of broadening and contribution to
the total difference RDF signal, individual lines might not exactly
match the positions of the peaks in the difference RDFs.

The solute-only term shown in Figure Sa clearly demonstrates
the structural evolution of the reacting solute molecules. For
example, at 100 ps, two negative peaks are distinct at 2.1 and 5.0 A
and mainly reflect the distances of C—I and I—I atomic pairs,
respectively, of depleted C,H,I, (anti) parent molecule. As the
reaction progresses, a positive peak at 2.7 A grows up. This peak
corresponds to the I—I atomic pair of C,H,I—I isomer or I, and
indicates the formation of the two species. Besides these peaks, a
negative contribution from the C—I distance (3.0 A) of the
C,H,I, molecule and a positive contribution from the C—I
distance (3.5 A) of the C,H,I radical are present but are hidden
by other features of larger amplitude and broadening.

From the solute—solvent cross-term in Figure Sb, the infor-
mation on the solvent environment around the solutes can be
obtained. At 100 ps, two positive peaks centered at 4.2 and 6.4 A
and a negative peak at 8.9 A are distinct. The appearance of
positive peaks at smaller distances than the negative peak
indicates that the average distance between the solute and solvent
molecules decreases due to fragmentation of the parent molecule
into smaller species. As a result, one cage splits to many cages of
smaller sizes. As the reaction progresses, the positions and
amplitudes of the peaks keep changing, giving two positive peaks
at 3.8 and 6.8 A and a negative peak at 9.5 A at 100 ns with
modified peak amplitudes. This change in the difference scatter-
ing pattern reflects the dynamic rearrangement of the solvent
cage structure in response to the formation and dissociation of
the transient solute species.

From the solvent-only term in Figure Sc, one can obtain the
information on heat dissipation and subsequent solvent rearran-
gement induced by photoexcitation and photoreaction. The
difference scattering of the solvent consists of q[3S(q)/dT]y
and q[3S(q)/dp] terms. The q[3S(q)/9T ]y term is responsible
for the increase in temperature (and pressure) of the solvent
at a constant volume, which occurs at early stage of the reaction
(<10 ns). The q[3S(q)/dp]r term accounts for the thermal
expansion that occurs after 10 ns. The expansion leads to the
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Figure 6. (a) Time-dependent concentration changes of chemical
species involved in the photodissociation reaction of C,H,I, in cyclo-
hexane obtained from global fitting analysis. C,H,I radical (red), I atom
(green), C;H,I—I isomer (blue), C;H, (cyan), and I, (magenta). The
dots indicate the time points where we have the scattering data. (b) The
concentration changes of the same reaction in methanol adapted from
ref 4. The color codes are the same as in (a). (c) Time-dependent
changes of solvent temperature (red) and density (black) induced by
photodissociation of C,H,I,. Before 10 ns, the heat dissipated from the
photoreaction induces the temperature increase at a constant volume.
After 10 ns, the thermal expansion occurs and the density of the solvent
decreases with ~30 ns time constant.

equilibration with an ambient pressure and the decrease of the
solvent density. As a result, the C---C distances in adjacent
cyclohexane molecules change, resulting in highly oscillatory
features in the difference scattering curves after 10 ns.

Kinetics and Mechanism of C,H,l, Photodissociation.
Figure 6a shows time-dependent concentration changes of
chemical species obtained from the global fitting analysis. For
comparison, the concentration kinetics of the same reaction in
methanol were adapted from the previous TRXL study’ and

shown in Figure 6b. Both in cyclohexane and methanol, after
photoexcitation, one iodine atom is dissociated from C,H,l,
molecule and C,H,I radical is formed much earlier than 100 ps.
However, subsequent reaction pathways starting from C,H,I
radical are quite different between the two solvents. In methanol,
the C,H,I radical combines with I atom to form C,H,I—I iso-
mer, which then dissociates into C,H, and I, molecule. In con-
trast, in cyclohexane, the C,H,I radical undergoes two compet-
ing reaction channels: (1) reacts with I atom to form C,H,I—I
isomer or (2) further dissociates into C,H, and L

The channel 1, C,H,I + I — C,H,I—I (isomer formation), in
cyclohexane occurs with a bimolecular time constant of 4.17
(£0.04) x 10" M~ "5~ ", which is larger by 1 order of magnitude
than the rate constant for nongeminate recombination of mo-
lecular iodine in n-hexane solvent.* The faster formation of the
isomer than molecular jodine suggests that the isomer is formed
via in-cage geminate recombination. This rate constant is about
half of the value determined in methanol (7.94 x 10" M~ 's™ 1),
suggesting that the isomer is formed more slowly in cyclohex-
ane than in methanol. The isomer eventually dissociates into
the final products of C,H, and I, with a rate constant of 6.31
(+11.89/—4.12) x 10%s™", which is lar%er by 1 order of magni-
tude than in methanol (1.99 x 10° s ), suggesting a shorter
lifetime of C,H,I—I isomer in cyclohexane than in methanol.

The channel 2, C,H,I — C,H, + I (direct dissociation),
occurs with a rate constant of 2.69 (0.01) x 10°s™". Consider-
ing that the isomer formation is a bimolecular process and the
concentration of iodine atom is 5.9 mM when the reaction
channel 1 starts to occur, both channels 1 and 2 occur on very
similar time scales with ~400 ps time constant. As a result, the
two channels are equally branched to form similar concentrations
of C,H -1 and C,H, (48:52) at ~1 ns, when both reaction
channels 1 and 2 are completed. Following the occurrence of
channel 2, the I atoms nongeminately recombine with each other
to form molecular iodine in tens of ns with a bimolecular rate
constant of 1.58 (40.10) x 10" M~ s, which is comparable
to the rate constant for nongeminate recombination determined
in n-hexane (1.8 x 10" M ™' s7").** As a result of the significant
contribution from channel 2, the concentration changes of C,H,
and I, exhibit more complex, multiexponential dynamics com-
pared to the same reaction in methanol, as shown in Figure 6a,b.
The rate constants and branching ratios for all the reaction path-
ways are summarized in Table 2. For comparison, the parameters
obtained from the global fitting of the data in methanol were
excerpted from the earlier work*® and listed together in Table 2.

Besides the concentration dynamics of the solute species, we
can also obtain the information on the dynamics of solvent
heating and expansion. When the reactant molecules are photo-
excited by laser pulses, a fraction of molecules (36% in our result)
rapidly recover back to the ground state by geminate recombina-
tion and vibrational cooling in the ground state, thus dissipating
the heat to the environment. As a result, the temperature and
density of the solvent in the laser focal volume are affected, as
shown in Figure 6c. At early time delays until 10 ns, the heat is
dissipated at a constant volume, leading to the increase of
temperature by a total of 3.4 K at 10 ns, as described by the
solvent differential of (3S(q)/dT),. After 10 ns, thermal expan-
sion occurs and thus the solvent density decreases with ~30 ns
time constant, giving a total change of —2.5 kg/ m> at 100 ns.
With the expansion, the solvent temperature also decreases,
giving a total temperature change of 2.6 K at 100 ns. Although
the heat capacities of cyclohexane (C, = 113.64 J-mol ' K,
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Table 2. Fitting Parameters Obtained from Global Fitting Analysis of C,H,I, in Cyclohexane

cyclohexane methanol”
fraction of photoexcited molecules 0.15 (40.001)" 0.16
fraction of rapidly cooled molecules 0.36 (+0.005)° 0.65
C,H,L, —~ C,H, I +1¢ 1.00 x 10" 7! 1.00 x 10" 71
CH,L — CH, + L ¢ 0.0 0.0
CH,L, — C,H, +21° 0.0 0.0
CH,l +1— CH,I-1 4.17 (£0.04) x 10" M 's7! 794 x 10" M st
C,H,JI— C,H, + 1 2.69 (£0.01) x 10° s~ 2.00 x 107 s "
CHJI-1— CH, + L7 6.31 (+11.89/—4.12) x 10°s~* 1.99 x 10°s~"
I+1—1, 1.58 (£0.10) x 10" M 's7! 316 x 10° M 't
laser spot radius (#m) 48 (40.66) S1
temperature change at 100 ns (K) 2.6 2.1
density change at 100 ns (kg/m®) —2.5 -2.5

“ The optimized parameters for the reaction in methanol were excerpted from the previous TRXL work.*’ ” This value is the fraction of concentration of
photoexcited molecules vs the concentration of the C,H,I, solution (60 mM) in the ground state. “ This value is the fraction of rapidly cooled molecules
with respect to the photoexcited molecules. Therefore, the concentration of molecules that undergoes photodissociation is calculated by (concentration
of the C,H,1, solution in the ground state) X (concentration of photoexcited molecules) X (1 — fraction of rapidly cooled molecules).  This parameter
was fixed at this value. Because this process is faster than the time resolution of 100 ps, the global fitting was not affected by this parameter. ° This
parameter was fixed at this value because they converged to very small values. Because this process is much slower than the time range of our experimental
data (up to 100 ns), it did not affect the global ﬁtting.f This parameter exhibits a large error because this process is at the border of time range of our

experimental data (up to 100 ns) and have much uncertainty.

(a) (b)

channel 1 only channel 1 only

channel 2 only

channel 2 only

2=172

qAS(q)
S (r)

channel 1 +2 channel 1 + 2

4 8
g@A") r(A)

Figure 7. Comparison of the global fitting using the models employing
only channel 1 (top, isomer formation), only channel 2 (middle, direct
dissociation of C;H,I radical), or both channels (bottom) in (a) g-space
and (b) r-space. The solute-only term was carefully extracted from the
data at 3 ns, where both C,H,I—1I and C,H, are abundant in cyclohex-
ane. At the same time delay, only the C,H,I—I isomer was a dominant
species in methanol. The experimental (black) and theoretical (red)
scattering curves of the solute-only term are shown together with the
residual (blue) obtained by their difference multiplied by a factor of 3. The
reduced chi-square value for each fit is shown above the residual. It can
be seen that the best fit is obtained from the model using both channels.

C,=156.0]- mol ' K™') are much higher than those of methanol
(C,=69.5]-mol 'K, C,=811]-mol ' K '), the change in
the temperature and density of the solvent is equivalent in cyclo-
hexane and methanol (see Table 2). This observation is accounted
for by a smaller fraction of molecules that are rapidly cooled back to
the ground state in cyclohexane than in methanol.

Solvent Dependence of Reaction Dynamics. We obtained
the kinetics and mechanism from the analysis of the data

measured in cyclohexane. As discussed earlier, we are to examine

the effect of solvent on the reaction dynamics by comparing with
the TRXL result measured in methanol. The cyclohexane and
methanol have very different polarity, and the solvent polarity is
known to significantly affect the rates and pathways of a chemical
reaction. For example, photodissociation of diiodomethane
(CH,L,) was studied in both methanol and cyclohexane using
the same TRXL approach.s’46 From those studies, it was revealed
that the fate of the iodine radicals is determined by the polarity of
the solvent, that is, I~ is formed in polar methanol and I, is
formed in nonpolar cyclohexane. In addition, the lifetime and
I—1I distance of the CH,I—I isomer were determined to be much
different in polar methanol and in nonpolar cyclohexane.

From a comparison of the reaction kinetics in cyclohexane and
methanol solvents, we note that the biggest differences are that
(1) the reaction pathway from C,H,I radical is branched into two
channels only in cyclohexane and (2) the C,H,I—I isomer lives
much shorter in cyclohexane than in methanol. First of all, to
validate the branching into the two reaction channels from C,H,I
radical, we performed the global fitting analysis by including only
one of the two channels. To do so, we fixed the rate constant for
either channel 1 or channel 2 at zero. To compare the models
employing only channels 1 or 2 with the model using both
channels, we carefully extracted the solute-only term from the 3
ns data, where both C,H,I—I isomer and C,H, product are
abundant in cyclohexane as shown in Figure 6a. At the same time
delay, only C,H,I—Iisomer was a dominant species in methanol,
as can be seen in Figure 6b. When comparing the solute-only
terms obtained from global fitting using the three models as
shown in Figure 7, the model using both channels gives a better
fit with a smaller reduced chi-square value than the one using
only channel 1 or channel 2. Also, the sums of reduced chi-square
values for all the data at eight time delays are 13.7 and 14.4 for
the model using only channel 1 or channel 2, respectively. These
values are significantly larger than the sum of reduced chi-square
values (12.7) from the model using both channels, confirming
that both reaction channels occur in cyclohexane.
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cyclohexane ‘1’

methanol =="==

—— CH,+2I
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R

Figure 8. Energy diagram for the reaction channels starting from C,H,I
radical. Because the C,H,I radical (4 =2.0 D) is more stable in methanol
than in cyclohexane, the endothermic reaction channel (2) is easier to
occur in cyclohexane. In contrast, the C,H,I—I isomer (4 = 1.6 D) is
also more stable in methanol than in cyclohexane, and therefore, the
highly exothermic channel (1) is less likely to be affected by the change
in solvent polarity. Meanwhile, due to the stabilization of the C;H,I—I
isomer in methanol, the dissociation of C,H,I—I into C,H, and I, is
easier to occur in cyclohexane than in methanol, leading to a shorter
lifetime of the isomer.

The two differences between the reactions in cyclohexane
and in methanol can be explained in terms of the solvent polarity.
As can be seen in the energy diagram in Figure 3, the channel 1
(C,H,I + I— C,H,I-1) is highly exothermic, while the channel
2 (C,H4I — C,H, + 1) is slightly endothermic. Because C,H,
and I (products of the channel 2) are nonpolar and the C,H,I
radical (reactant of both channel 1 and channel 2) is polar (u =
2.0 D), only the C,H,I radical is more stable in methanol than in
cyclohexane (see Figure 8). As a result, the endothermic channel
2 is easier to occur in cyclohexane than in methanol. In contrast,
the C,H,I—1I isomer (product of channel 1) is also highly polar
(u = 1.6 D) and more stable in methanol than in cyclohexane
(but to a lesser degree than C,H,I radical), and therefore, the
highly exothermic channel 1 is less likely to be influenced by the
change in solvent polarity. Thus, channel 1 occurs in both
methanol and cyclohexane, while channel 2 is more likely to
occur in nonpolar cyclohexane than in polar methanol. The
shorter lifetime of the C,H,J—Iisomer can be also ascribed to the
polarity of the solvent. As can be seen in Figure 3, C,H,J—1 —
C,H, + 1, is an endothermic reaction. As mentioned above,
C,H,I—I isomer (reactant of C,H,I—I — C,H, + I,) is more
stable in methanol than in cyclohexane. In contrast, C;H, and I,
(products of C,H,I—1— C,H, + I,) have zero dipole moments
and will be less affected by the polarity of the solvent. Therefore,
dissociation of the C,H,I—I isomer is easier to occur in
cyclohexane than in methanol, leading to a shorter lifetime of
the isomer in cyclohexane. In summary, the emergence of the
channel 2 (C,H,I — C,H, + I) and the shorter lifetime of
C,H,I—T isomer in cyclohexane compared to the same reaction
in methanol are the evidence for the role of the solvent in the
chemical reaction. In other words, the solvent changes the
landscape of the potential energy surfaces and thus alters the
reaction pathways of a chemical reaction.

Determination of Radical Structure. As discussed above, the
structure of haloethyl radical has been controversial between the
classical and bridged forms. Only recently, the TRXL study of
C,H,1, photodissociation in methanol* directly revealed that the
C,H,I radical has the bridged structure. To examine if the radical
structure is influenced by the polarity of the solvent, we perf-
ormed the global fitting by including only either bridged or anti
structure of C,H,I radical in the fitting. As a quantitative measure
of fitting quality between the two models, we calculated the ratio
of reduced chi-square values between the bridged and anti model
at each time delay from the best-fit result of each model. As can

(a)

bridged C,H,|

bridged C,H,|

anti C,H,l

gAS (q)v
MS(r)

anti C,H,l

Figure 9. Comparison of models using only either bridged or classical
(anti) structure of C,H,I radical. The contribution only associated with
the formation of C,H,I radical (C,H,l, — C,H,I + I) were extracted
from the experimental data at 100 ps (and its theoretical fit) by
subtracting the cage and solvent terms as well as the contribution of
other solute species. The extracted experimental (black) and theoretical
(red) scattering curves for the formation of C,H,I radical only are
compared in the (a) g-space and (b) r-space. The blue curve represents
the residual obtained by subtracting the theoretical curve from the
experimental curve. The reduced chi-square value for each fit is shown
above the residual. The bridged structure gives a much better fit than the
anti structure. In fact, when including both bridged and anti radicals in
the fitting with their concentration ratio as a variable, the concentration
of the anti radical converges to zero.

be seen in Figure S3 in the SI, the Xzbridge/ Xzami ratio is
significantly lower than 1 at 100 ps, where the concentration of
the C,H,I radical is high. As the concentration of C,H,I radical
decreases at later time delays, the ratio expectedly approaches 1.
Therefore, the bridged radical gives a better fit to the experi-
mental data than the anti radical. In fact, when we include a
mixture of bridged and anti structures in the fitting with their
concentration ratio as a variable, the concentration of the anti
radical converges to zero.

To have better structural distinction between the two radical
structures, we carefully extracted only the contribution related to
the C,HyI, — C,H,I + I pathway. To do so, we subtracted the
contributions of solvent, cage, and other solute species from the
data at 100 ps. The extracted contributions of only C,H,I radical
for the bridged and anti models are shown in Figure 9. The
negative peak at S A corresponds to I—I distance of the depleted
parent molecule and is common for both models. However, we
can see that the shapes of the peak in the r-range of 1—4 A are
quite different between the two models. This region corresponds
to the distances of I atom relative to two carbon atoms in the
radical. Because the bridged structure has only one C—I distance
due to its symmetric geometry and the anti structure has two
C—I distances, the difference of the peak shape in this region
serve as a clear signature of the bridged structure. Considering
that the bridged model fits the experimental data at 100 ps much
better than the anti model, it is clear that the bridged model gives
a much better fit to the experimental data than the anti model.

We note that, when we use the structures of C,HyI bridged
radical and C,H,I, parent molecule calculated from the DFT
calculation as they are (as listed in Table 1), the fit is not as good
as shown in Figure 9. This observation suggests that the calcu-
lated structure might not correctly reproduce the transient struc-
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Figure 10. Schematic of the reaction mechanisms (a) in cyclohexane
and (b) in methanol determined by the TRXL measurement and global
fitting analysis. The rate constants and branching ratios are shown for
each reaction pathway.

ture generated in the experiment. To correct for the difference in
the structure, we fine-tuned the structures of both C,H,I bridged
radical and C,H,I, molecule by varying the C—I distances and
C—C—1I angles so that the theoretical and experimental curves
from only C,H,I radical are best matched. From the structure
optimization, the best fit is obtained when the C—I distances of
C,H,I bridged radical and C,H,I, molecule are elongated by
0.34A(C—1=3.47A)and 0.10 A (C,—1, =2.25 A), respectively
(For details, see Table 1). By using these modified structures of
C,H,I bridged radical and C,H,I, molecule in the global fitting,
the overall fitting quality for all the data at various time delays
significantly improved as well. This result underpins the sensi-
tivity of TRXL technique to molecular structure.

4. CONCLUSION

In this work, we investigated the kinetics and mechanism of
the elimination reaction of CH,I, in cyclohexane. By analyzing
the time-resolved X-ray scattering patterns measured from the
solution sample, we extracted the detailed structural changes of
intermediate and product species and their kinetics. In particular,
the global structural sensitivity of the TRXL allowed us to detect
the branching of the reaction pathways from C,H,I radical and to
directly identify the structure of C,H,I radical. Compared with
an earlier work on the same reaction using the same TRXL
experimental approach but implemented in polar methanol solv-
ent, the reaction in cyclohexane exhibit quite different reaction
dynamics and mechanism. The solvent dependence can be
explained by the difference in the polarity of solvents. We
summarized the reaction mechanism, kinetic rates, and the

radical structure of C,Hyl, photodissociation in both cyclohex-
ane and methanol in Figure 10.
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