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We investigate the photoinduced dissociation of HgBr2 in methanol and the ensuring structural

dynamics of the photo-products over a time span from 100 ps to 1 ms after photolysis at 267 nm

by using time-resolved X-ray liquidography (TRXL). By making use of the atomic-level structural

sensitivity of X-ray scattering and the superb 100 ps time resolution of X-ray pulses from a

3rd-generation synchrotron, the structural dynamics of a chemical reaction in solution can be

directly monitored. The measured time-dependent X-ray solution scattering signals, analyzed

using global-fitting based on DFT calculations and MD simulations, show that photoexcited

HgBr2 dissociates via both two-body (HgBr + Br) and three-body (Hg + Br + Br) dissociation

pathways with a B2 : 1 branching ratio. Following dissociation, the photoproducts recombine

via three reactions involving Br species: (1) Hg + Br, (2) HgBr + Br, and (3) Br + Br. The

associated rate constants and branching ratios are determined from the global-fitting analysis.

Also, we examine the energy dissipation from reacting solute molecules and relaxation of excited

molecules to solvent bath accompanying the temperature rise of 0.54 K. Compared to a previous

TRXL study of the photodissociation of HgI2, the results of this work suggest that the

photodissociation pathway of HgBr2 is different from that of HgI2, which dissociates

predominantly via two-body dissociation, at least to within the currently available time resolution

of B100 ps. In addition, the error analysis of the fit parameters used in the global-fitting are

discussed in detail with a comparison of various error estimation algorithms.

1. Introduction

Over the last century, mercuric halides, HgX2 (X = Cl, Br and

I), and their photodissociation dynamics have attracted much

interest due to their optical and electronic properties.1–14 Their

simple triatomic molecular structure, high photochemical

reactivity, fast recombination rates, and the presence of heavy

atoms have made them a good model system for studying

ultrafast photochemistry.15 Accordingly, the photodissociation

of HgX2 in the gas phase has been the subject of many

spectroscopic and theoretical studies. For example, Zewail

and coworkers have studied the photoinduced reaction

dynamics of HgI2 using femtosecond transient absorption

and fluorescence spectroscopy, discovering that the reaction

proceeds through two-body dissociation of HgI2 - HgI + I

along reaction coordinates consisting of two vibrational

modes.16,17 Moreover, the branching dynamics of HgI2 on a

saddle point on the potential energy surface (PES) were

investigated using femtosecond mass spectrometry18,19 and

theoretical quantum chemistry.20,21 In addition to the fundamental

interest, the discovery of their electronic-transition lasing

action has inspired technological interest with the potential

applications in blue-green laser system.22,23 Photodissociation

of HgX2 induces the formation of HgX (X = Cl, Br, I) radical

species, of which the B2S+ - X2S+ transition24–32 accounts for

strong fluorescence emission relevant for lasing application.

In contrast to the intense investigations of mercuric halides

in the gas phase, the study of the photodissociation reaction of

HgX2 in solution is relatively limited. Previously, the photo-

dissociation dynamics of HgI2 (in ethanol and DMSO) and

HgBr2 (in CH3CN and DMSO) in the solution phase have

been studied using femtosecond transient absorption spectro-

scopy, elucidating the rovibrational wave-packet motion as

well as solvation dynamics on the timescale of tens of

picoseconds (ps).33–42 However, more comprehensive under-

standing of the reaction mechanism in the solution phase is

needed, in particular, branching ratios and recombination

dynamics of photodissociated species spanning the picosecond

to microsecond timescale.

Although time-resolved optical spectroscopy has had much

success in probing ultrafast photoreaction dynamics, it is

limited in resolving detailed mechanism of the reaction due

to the nature of its probing target: optical spectroscopy is

sensitive to the population of specific electronic or vibrational

states but it cannot obtain direct information on the molecular
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structure. In that regard, time-resolved X-ray liquidography

(TRXL), also known as time-resolved X-ray solution scattering,

is an ideal tool for investigating reaction dynamics because

X-ray scattering is sensitive to the global molecular structure.

Over the last decade, the TRXL has been established as an

effective tool to monitor the progress of chemical reactions in

solution,43,44 capturing transient structures in solution-phase

reactions of small organic/inorganic molecules,45–54 nano-

particles,55–57 and biological macromolecules58–60 with an

atomic-scale spatial precision and a time resolution down to

100 ps.

Previously, TRXL was applied to one of the mercuric

halides, HgI2 dissolved in methanol,46 revealing the dissociation

pathways, solvent energetics, and the transient structures of

intermediates. In particular, it was found that the primary

reaction pathway in solution is two-body dissociation into HgI

and I in contrast to the gas-phase reaction that involves both

two-body (HgI2 - HgI + I) and three-body dissociation

(HgI2 - Hg + I + I).19 In this work, we applied TRXL to

another mercuric halide system in solution, HgBr2 in

methanol, to investigate the dynamics and mechanism of its

photodissociation reaction. In particular, we examine the

primary reaction pathways by identifying the structure of the

transient species and determine the rates of the reactant

recombination and heat dissipation. Also, we investigated

the effect of chemical substitution on the reaction dynamics

by comparison with the HgI2 dynamics.

To determine the primary reaction pathways for the dis-

sociation of photoexcited HgBr2, we considered four possible

reaction channels (see Fig. 1A for details):

HgBr2* - HgBr +Br (1)

HgBr2* - Hg + Br +Br (2)

HgBr2* - Hg + Br2 (3)

HgBr2* - HgBr � Br0 (4)

Based on the previous experimental and theoretical studies of

mercuric halides,16,17,19,21,36,46 the most plausible pathway is

pathway (1), where the BrHg–Br bond breaks along the

reaction coordinate of an asymmetric stretching of BrHgBr,

resulting in bond rupture into HgBr and Br. Two-body

dissociation of HgBr2 has already been observed in solution

phase using femtosecond absorption spectroscopy.36 Another

candidate for the primary reaction is pathway (2), where both

Hg–Br bonds of HgBr2 break along a symmetric stretching

reaction coordinate to produce one Hg and two Br atoms.

This three-body photodissociation of HgBr2 was also observed

in the gas phase by femtosecond mass-spectrometry.19 Besides

these two pathways, we considered the pathways producing Hg

and Br2 (pathway (3))
21 or the HgBr–Br0 isomer (pathway (4)).

Upon photoexcitation by 266 nm laser light, the HgBr2
molecule in the ground state is vertically excited to an excited

state lying higher in energy by 448.2 kJ mol�1. From a

thermodynamic point of view, all four candidate pathways

(1) to (4) are plausible because the primary photoproducts of

all the pathways lie lower in energy than the initially excited

state, as can be seen in the DFT calculations (Fig. 1B). For

comparison, the relative energies of the products from

corresponding reaction pathways of HgI2 photodissociation

are shown in Fig. 1C. It can be seen that the product states of

HgI2 and HgBr2 photodissociation have the same energy

ordering. From our TRXL measurements and theoretical

analysis, we identify the structures of the transient intermediates

and examine the major reaction pathways in the photo-

dissociation of HgBr2.

2. Experimental

2.1 Time-resolved X-ray liquidography

The TRXL is a pump–probe method that employs the laser

pulse as a pump and the hard X-ray pulse as a probe.

Fig. 1 (A) Four candidate reaction pathways of HgBr2 photo-

dissociation in methanol initiated by the 266 nm laser wavelength

excitation used in this study. Hg and Br atoms are represented in grey

and red respectively. Relative energies of the photodissociation products

of (B) HgBr2 and (C) HgI2 in methanol (solid) and in the gas phase

(dashed). All values were calculated by DFT with the PBE0 functional.

Basis sets for Hg, Br and I were all aug-cc-pVTZ-PP RECP. The

CPCM method was applied to describe the solvent effects. The results

of the calculation show that all four reaction channels are possible

thermodynamically because the products of all the reaction channels

lie lower than the initially excited state, HgBr2* or HgI2*.
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A reaction of sample molecules is initiated by a laser pulse and

the progress of the reaction is monitored by a time-delayed

X-ray pulse scattered (or diffracted) off the sample.

The obtained time-dependent scattering patterns contain the

information on the transient structure of reacting molecules.

By analyzing the scattering signals measured at various

pump–probe time delays, the reaction dynamics can be

revealed. For the analysis, the experimental curves are fitted

against theoretical curves by a least-square fitting method. The

theoretical scattering curves of molecular species involved in

the reaction are generated based on the molecular structure

calculated by high-level DFT calculation and pair distribution

functions from MD simulation. A more detailed description is

given in our review articles.43,44

2.2 Experimental methods and materials

The TRXL experiments were performed using beamline

ID09B at the European Synchrotron Radiation Facility

(ESRF). The detailed setup of the TRXL experiment is

described elsewhere.43–46,48–50 Briefly, a typical pump–probe

scheme with optical pump and X-ray probe pulses was adopted

to initiate and monitor the chemical reaction, respectively.61

A 266 nm ultraviolet laser pulse, generated by frequency-

tripling the 800 nm output from an amplified Ti:sapphire laser

system, was used to trigger the photodissociation reaction

of HgBr2. In order to prevent multi-photon excitation, the

laser pulse was temporally stretched to B2 ps by passing it

through a fused silica rod of 30 cm length. The laser pulse with

40 mJ per pulse was focused to a diameter of 100 mm at the

sample, giving a fluence of 4 mJ mm–2. Subsequently, a

time-delayed X-ray pulse was used to probe the progress

of the reaction. The X-ray pulse is B100 ps long with

5 � 108 photons per pulse, and it is quasi-monochromatic

with its spectrum peaked at 18.2 keV and of 0.45 keV

bandwidth. The X-ray pulse was selected from the 16-bunch

filling mode of the synchrotron ring using a synchronized

mechanical chopper, and was focused to 100 � 60 mm2 on

the sample. The temporal overlap between X-ray and laser

pulses was monitored by a fast GaAs detector, and the time

delay was varied electronically with 5 ps precision. The laser

and X-ray pulses were also spatially overlapped in a

quasi-parallel geometry with a cross-angle of 10 degrees. The

two-dimensional (2D) scattering patterns were collected with

an area detector (MARCCD, Mar Systems, 2048 by 2048,

64.3 mm effective pixel size) with a sample-to-detector distance

of 40 mm and an exposure time of 15 s. The solution sample

was prepared by dissolving HgBr2 (Aldrich, 99.99%) in

methanol at 25 mM concentration and was circulated through

a high-pressure slit nozzle (0.3 mm slit, Kyburz) to form a

liquid jet. The nozzle provides a stable flow of liquid and

allows the refreshment of the liquid sample between

subsequent laser pulses at a repetition rate of 1 kHz. The

solution scattering signals were measured at various time

delays between the laser and X-ray pulses (�200 ps, 100 ps,

300 ps, 1 ns, 3 ns, 10 ns, 20 ns, 40 ns, 100 ns, and 1 ms). In
addition, the signal at a negative time delay (�3 ns) was

measured as a reference for the unexcited sample and was

used for obtaining the difference scattering.

2.3 Data processing

The 2D scattering patterns recorded on the CCD detector were

azimuthally integrated into one-dimensional intensity curves,

S(q,t), as a function of momentum transfer q (q= (4p/l)sin(y),
where l is the wavelength of the X-ray, 2y is the scattering

angle and t is the time delay between the laser and X-ray

pulses. The curves were averaged and scaled to the total

scattering, both elastic and inelastic, from non-excited

solvent/solute background in the high q region, where the

scattering in insensitive to structural changes. After scaling the

intensities, difference-scattering curves were generated by

subtracting the reference data measured at �3 ns from the

data at other time delays.62 Then, q is multiplied to DS(q,t) to
magnify the intensities at high scattering angles. The correlated

difference radial distribution function (RDF), rDS(r,t), which
provides radial electron density change as a function of

interatomic distance r in real space, was obtained by

sine-Fourier-transforming the qDS(q,t) curves:

rDSðr; tÞ ¼ 1

2p2

Z 1
0

qDSðq; tÞ sinðqrÞ expð�q2aÞ dq; ð5Þ

where the constant a (a = 0.03 Å2) is a damping constant to

account for the finite q range in the experiment.

2.4 Data analysis

The treated data curves, qDS(q,t), were analyzed using our

home-made algorithm, which is a weighted least-square fitting

method that minimizes the chi-square (w2) between the

experimental data and the model function. Since the

experimental qDS(q,t) data at all time delays are related to

each other through reaction kinetics, the fitting was done via a

global-fitting procedure that simultaneously minimizes the

total w2 at all positive time delays, i.e.,

w2 ¼
X

j¼time delay

w2j ð6Þ

and

w2j ¼
X
i

DStheoryðqi; tjÞ � DSexperimentalðqi; tjÞ
si;j

� �2

; ð7Þ

where si,j is the standard deviation of the individual scans at a

given time delay. The global-fitting parameters were rate

constants of various reaction pathways, branching ratios

among photoproducts, and the size of laser spot at the sample.

The w2 was minimized using the MINUIT package written at

CERN.63

In the fitting analysis, we fit the experimentally measured

difference intensities using theoretical difference intensities.

The model function for the theoretical difference intensity

accounts for three major components contributing to the

signal: (i) solute-only term, (ii) solute–solvent cross-term

11538 | Phys. Chem. Chem. Phys., 2010, 12, 11536–11547 This journal is �c the Owner Societies 2010
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(called the cage term), and (iii) solvent-only term, as in the

following expression:

DSðq; tÞ ¼ DSsolute-onlyðq; tÞ þ DSsolute�solventðq; tÞ

þ DSsolvent-onlyðq; tÞ

¼ DSsolute-relatedðq; tÞ þ DSsolute-onlyðq; tÞ

¼ 1

R

X
k

ckðtÞSkðqÞ � SgðqÞ
X
k

ckð0Þ
" #

þ @S

@T

� �
r
DTðtÞ þ @S

@r

� �
T

DrðtÞ
" #

;

ð8Þ

where R is the ratio of the number of solvent molecules to that

of solute molecules, k is the index of the solute species

(reactants, intermediates and products), ck(t) is the fraction

of k species as a function of time delay t, Sk(t) is the solute-

related (that is, solute-only plus the cage components) scattering

intensity of species k, Sg(q) is the scattering intensity of the

reactants (g = reactants), (qS(q)/qT)r is the change in the

solvent scattering intensity in response to a temperature rise at

constant density, (qS(q)/qr)T is the solvent scattering change

with respect to a density change of solvent at constant

temperature, and DT(t) and Dr(t) are the changes in temperature

and density of the solvent, respectively, at a time delay t. The

Sk(q) were calculated based on results from MD simulation

and DFT calculation. The solvent differential functions,

(qS(q)/qT)r and (qS(q)/qr)T, were determined from a separate

measurement where pure methanol solvent is vibrationally

excited by near-infrared light.64

2.5 Density functional theory calculations

The structural information about the solute molecules and

their presumed photoproducts was calculated using Density

Functional Theory (DFT). We used the PBE065 functional as

DFT exchange–correlation functional, and all quantum

chemical calculations were carried out by the Gaussian03

program.66 It was found that the PBE0 is well suited for

predicting the molecular structure of HgXn (X = Br and I,

n = 1 and 2), giving the bond lengths in good agreement with

experimental values obtained in the gas phase.67 The accuracy

of PBE0 for the calculation of HgXn is comparable to that of

CCSD(T), which is the most accurate quantum calculation

method. As a basis set, aug-cc-pVTZ-PP small-core relativistic

effective core potential (RECP) was used for Hg,68 Br69 and I70

so that relativistic effect of heavy element can be considered.

Since this basis set is at a triple zeta level (aug-cc-pVTZ-PP)

for the valence space, the molecular structures of HgBrn and

HgIn can be well described. To account for the solvent effects,

we used the conductor-like polarizable continuum model

(CPCM)71 method that effectively works for polar solvents.

The structures were fully optimized in the solvent environment

and subsequent harmonic vibrational frequencies were

calculated for the optimized structures.

2.6 Molecular dynamics simulations

The molecular dynamics (MD) simulations were run using the

program MOLDY72 which has provided good results in

previous works.45–49,62 The so-called H1 methanol model73

was used to account for solvent environment. The H1 methanol

model that assumes each methanol molecule is a rigid body is

well suited for predicting the X-ray scattering signal from

methanol. For the simulation of the diffraction from the

solute in its solvation cage, we used one solute molecule

(HgBr2, HgBr, HgBr–Br0, Br, and Br2) surrounded by 256

methanol molecules in a cubic box of B26 Å. All simulations

were performed at ambient temperature (300 K) with a density

of 0.794 g cm�3. The system was equilibrated at 300 K over

200 ps at a constant temperature via coupling to a Nose–Hoover

thermostat.74 The time-step was 0.001 ps and the simulations

were performed in the NVT ensemble and the trajectories were

followed up to 1 ns. The scattered intensity from each

molecular configuration was calculated from the atom–atom

distribution functions gab(r) using our own programs and

tabulated atomic form factors.

3. Results and discussion

3.1 X-ray solution scattering signal of HgBr2 in methanol

In Fig. 2A, the experimental data (black) and the theoretical

curves (red) obtained by global fitting analysis are plotted

together for comparison and they show a good agreement. The

solution scattering signal of interest is the difference between

the signal measured at a positive time delay and the reference

signal measured at the time delay of �3 ns that represents the

scattering signal of the unexcited sample. To check if the

timing between the laser and X-ray pulses is precisely set,

the difference intensity was measured at t = �200 ps, giving

approximately zero for all q values (data not shown). In

contrast, for the data measured at positive time delays shown

in Fig. 2A, the scattering curves are oscillatory around the

q axis. These difference signals are the signatures of changes in

the molecular structures during the chemical reaction.

To get a more intuitive picture of structural change in the

reacting molecules, the scattering patterns qDS(q) were

sine-Fourier-transformed into real space. The resultant difference

radial distribution functions (RDF), rDS(r), where r is the

atom–atom distance, are shown in Fig. 2B. The RDF signal is

the change of radial electron density around an (averaged)

excited atom as a function of the interactomic distance r, and

represents the change of the atom–atom pair distrbution

function during the course of the reaction. As can be seen in

the rDS(r) data measured at t = 100 ps, two negative peaks

(at 2.34 Å and 4.95 Å) and a positive peak (at 3.65 Å) are

distinct. Intuitively, when considering the lengths of those

atomic pairs in HgBr2 from computed results (Table 1), the

first negative peak is assigned to the Hg–Br bond breakage,

and the second to the disappearance of the Br� � �Br correlation
inside the parent molecule (where ‘� � �’ indicates an interatomic

pair). However, it is difficult to assign the peaks clearly for the

measured raw signal in Fig. 2A and B because the solution

scattering signal is a mixture of three components (solute-only,

solvent-only and the solute–solvent cross-terms). To make

more clear assignment, the difference signal can be decomposed

to the three components, as shown in Fig. 2C–E. The

decomposition was done after globally fitting the experimental

This journal is �c the Owner Societies 2010 Phys. Chem. Chem. Phys., 2010, 12, 11536–11547 | 11539
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curves at all time delays by using a theoretical model function

consisting of the three components, as described in eqn (8).

By analyzing the changes in the amplitude and shape of these

decomposed components, the origin of the difference scattering

Fig. 2 TRXL signals from HgBr2 in methanol at various time delays after photolysis at 267 nm. (A) Experimental (black) difference scattering curves

represented as qDS(q) in q space and theoretical curves (red) obtained by global fitting analysis of the experimental data. (B) Difference RDFs, rDS(r),
obtained by sine-Fourier transformation of the qDS(q) difference scattering curves in (A). The RDF signals are decomposed into three components: (C) the

solute-only term, (D) the solute–solvent cross-term (cage term), and (E) the solvent-only term. In the bottom of Fig. 3C–E, the peak positions of the major

contributions in each species are shown as lines. The lines in (C) indicate the bond lengths calculated by the DFT. The lines in (D) and (E) indicate the peak

positions of solvent-related RDF terms calculated by MD simulation. The lines above the baseline contribute to positive features in the scattering curves,

while the lines below the baseline contribute to negative features. Each contribution is color-coded for clarity. In (E), the features in the scattering data

before 10 ns only arise from the temperature change, while those after 10 ns are mainly attributed to the ensuing decrease in density.

11540 | Phys. Chem. Chem. Phys., 2010, 12, 11536–11547 This journal is �c the Owner Societies 2010
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signal and related reaction dynamics can be well accounted

for. The peaks and valleys in the difference curves in Fig. 2C–E

are assigned with lines shown at the bottom. The lines

represent the peak positions of theoretically generated RDFs

for the chemical species involved in the reaction. Since each

line has a different degree of broadening and contribution to

the total RDF signal, individual lines might not exactly match

the peaks and valleys of the difference curves in Fig. 2C–E.

In the solute-only term in Fig. 2C, the negative peaks at

2.40 Å and 4.85 Å decrease in amplitude as time evolves. As

discussed above, these two peaks are the major signatures of

the parent (HgBr2) molecule, i.e. the Hg–Br bond and the

Br� � �Br atomic pair correlation, respectively. The same

features are observed in the raw scattering data as well, but

they are more distinct in the solute-only term, where the

solvent contribution is eliminated. In contrast, the signatures

of an intermediate, the HgBr radical and a product (Br2)

appear as positive peaks but with much smaller intensities,

mainly due to a partial overlap with the negative Hg–Br peak.

As a result, they are barely visible even in the solute-only

curves and only make the broad negative peak at 2.40 Å

asymmetric.

From the solute–solvent cross-term in Fig. 2D, structural

information about the solvent packing around the solutes, i.e.

the solvent cage structure, can be obtained. In the cross-term

in Fig. 2D, a broad positive peak at B4.5 Å appears, while a

negative peak is seen at B8.7 Å. These features indicate that

the distance between the solute and solvent molecules have

decreased owing to the photodissociation of HgBr2. The

dissociation of Br atoms from the Hg atom facilitates the

access of the solvent (methanol) molecules to Hg and Br, thus

reducing the distance between solute and solvent molecules.

The positive peak at B3.64 Å in the raw difference scattering

curve in Fig. 2B can also be explained by the structural

changes in the cage and the change in solvent temperature,

which will be discussed in the next paragraph.

From the solvent-only term in Fig. 2E, the heat dissipation

and the solvent rearrangement induced by photodissociation

can be obtained. To do so, the solvent signal can be further

decomposed in q space into q[qS(q)/qT]V and q[qS(q)/qr]T
terms. At early time delays (o10 ns), the q[qS(q)/qT]V term

is responsible for the increase in temperature (and pressure) of

the solvent at a constant volume, resulting in the broadening

of the atom–atom distance distributions of O� � �O and O� � �C

of adjacent methanol molecules. Then, afterB10 ns, (q[qS(q)/qr]T)
accounts for the thermal expansion, leading to the equilibration

to ambient pressure in a slightly expanded volume and

therefore decreased density. As a result, the interatomic

distance distributions of O� � �O and O� � �C in the solvent

change, resulting in the highly oscillatory scattering curves

observed after 100 ns.

3.2 Determination of reaction pathways

To determine the major reaction pathway in a more systematic

way, we fit the experimental scattering signals to theoretical

scattering curves from the four putative reaction pathways.

The experimental data and theoretical scattering curves

obtained from least-squares fitting are compared in Fig. 3A.

Here we show only the 100 ps data, but the same holds for

other time delays as the data at all time delays are fitted

together in the global fitting analysis. The discrepancy between

the experimental and theoretical curves can be evaluated by

the reduced chi-square(w2v,j) values defined by

w2v,j = w2j /(N � m)

where j is a given time delay, N is the number of data points

along the q axis, and m is the number of fitting parameters.

This w2v,j is commonly used as a measure of the goodness of a

fit, and w2v,j value of 1 means the best fit.

As can be seen in Fig. 3A, the three-body dissociation into a

Hg and two Br atoms, i.e. pathway (2), gives the best fit

(w2v, 100ps = 1.76) while the two-body dissociation into HgBr and

Br, i.e. pathway (1), gives the second-best fit w2v, 100 ps = 2.73).

In order to consider the possibility of branching between

different reaction pathways, we used a theoretical curve

combining all four reaction pathways to fit the experimental

data. From the fitting using the combined pathways, the best

fit (w2v, 100 ps = 1.59) was obtained when the reaction pathway

consists of only pathways (1) and (2) with B2 : 1 ratio with

negligible contributions from pathways (3) and (4). Thus, the

major reaction pathway of HgBr2 photodissociation is

determined to be branched between two-body and three-body

dissociation pathways. Here, we note that the branched

pathways (1) and (2) are not completely parallel to each other.

In pathway (2), the three-body dissociation to Hg and Br

atoms occurs, but the Hg and Br atoms subsequently recombine

to form HgBr (Hg + Br - HgBr), opening a route between

pathways (2) and (1). This conversion of Hg and Br atoms to

HgBr clearly affects the reaction dynamics on the timescale

longer than 100 ps reported in this work. Thus, it is the

complex interplay of the various chemical species formed in

the branched reaction pathways that constitutes the measured

X-ray solution scattering pattern. Thanks to the wide q-range

and the quality of the scattering data, we can extract such

detailed information with the aid of theoretical tools and

fitting analysis.

3.3 Dynamics of HgBr2 photodissociation in methanol

The reaction dynamics can be extracted from the global fitting

analysis of the data measured at various time delays. The time-

dependent concentration, ck(t), of each species comprising the

solute-only term in eqn (8) is provided by integrating the rate

Table 1 Theoretical structure parameters of HgX2(X = Br, I) in
methanol. All values were calculated by DFT with the PBE0 functional.
Basis sets for Hg, Br and I were all aug-cc-pVTZ-PP RECP. The
CPCM method was used to describe the methanol solvent effects

Channel Hg–X (Å) X–X (Å) X–Hg–X (1) Hg–X–X (1)

HgBr2 2.405 4.810 180.00 —
HgBr–Br 2.573 2.600 — 180.00
HgBr + Br 2.625 — — —
Hg + Br2 — 2.286 — —
Hg + 2Br — — — —
HgI2 2.587 5.174 180.00
HgI–I 2.799 2.893 — 180.00
HgI + I 2.814 — — —
Hg + I2 — 2.669 — —
Hg + 2I — — — —
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equations for a set of selected chemical reactions. For the

HgBr2 photodissociation reaction, the time evolution of each

chemical species involved in the reaction, i.e. Hg, Br, HgBr,

Br2, and HgBr2, was extracted and plotted in Fig. 4A.

By keeping track of the population changes of the reactant,

intermediates and products species, the detailed structural

dynamics and reaction rate of each step were elucidated.

Initially, 10% of the HgBr2 molecules in the 25 mM methanol

solution are excited by the 266 nm laser pulse. Among the

photoexcited HgBr2* molecules, 74% decays into the

ground state by electronic/vibrational relaxation or geminate

recombination, releasing their energy to the solvent bath.

The remaining 26% portion of HgBr2* dissociate completely

(8%) or stay as an HgBr radical (18%).

With both two-body and three-body dissociation, the chemical

species present at 100 ps are HgBr, Br and Hg. Among them, Br

is the dominant species since it is produced in both two-body and

three-body dissociation. The transient Br atoms are consumed in

three ensuing reactions. First, 24% of the generated Br atoms

recombine with the entire population of Hg atoms to form HgBr

radicals at a rate of 3.9� 1011 M�1 s�1, leading to the increase of

HgBr population in 1–10 ns (see Fig. 4A). Secondly, 63% of the

Br atoms recombine nongeminately with the HgBr radical at a

rate of 7.0 � 1010 M�1 s�1 to form the parent HgBr2 molecule.

The remaining 13% of the Br atoms combine to form Br2 at a

rate of 8.5 � 109 M�1 s�1, which is about two times lower

than the recombination rate (1.5 � 1010 M�1 s�1) of Br2 in

CCl4 solution.
75,76

Besides the population dynamics of the solutes, the

dynamics of the heat dissipation induced by the reaction can

be extracted from the solvent-only term in the scattering

signal. The Fig. 4B shows the change in the solvent density

and the solvent temperature, which correspond to to Dr(t) and
DT(t), respectively, in the solvent-only term in eqn (8). In the

early stages of the reaction prior to 10 ns, the heat is dissipated

at a constant volume, leading to the temperature rise of

0.54 K. After 10 ns thermal expansion occurs, resulting in a

decrease in the density of methanol by 0.64 kg m�3 until 100 ns.

Fig. 3 Determination of the reaction pathways for HgBr2 photo-

dissociation in methanol. Experimental (black) and theoretical (red)

difference scattering curves and their residual (blue) obtained by

subtracting the theoretical curves from the experimental curves are

shown in terms of (A) qDS(q) and (B) rDS(r). Here we show only the

100 ps data, but it is the result of global fitting analysis considering the

data of all time delays. The w2v, 100 ps values represent the discrepancy

between the experimental and theoretical curves at 100 ps. The

reaction channels consisting of two-body and three-body dissociation

with a 2 : 1 ratio provides the best fit. The peak assignments are the

same as in Fig. 2C–E.

Fig. 4 (A) Time-dependent concentration changes of chemical species

involved in the photodissociation reaction of HgBr2 in methanol

obtained from global-fitting analysis. Br (blue), HgBr (green),

Hg (red), HgBr2 (cyan), Br2 (magenta). (B) Time-dependent changes of

solvent temperature (blue) and density (red) induced by photodissociation

of HgBr2 obtained from the global-fitting analysis. (C) Schematic of

the reaction mechanism of HgBr2 photodissociation in methanol

determined by the TRXL measurements and analysis.
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However, when considering the low concentration of the

chemical species in the reaction, a temperature rise as small

as 0.13 K is predicted from the reaction. The extra 0.41 K

temperature rise is attributed to the heat dissipated from fast

recovery to the HgBr2 ground state by geminate recombination

and vibrational cooling in the ground state. As mentioned

above, only B30% the photoexcited HgBr2* molecules go

through the dissociation pathway, while the rest relax back to

the electronic ground state and dissipate their energy to the

solvent bath via collisions with solvent molecules. Since such

recovery processes to the ground state occur on the 10 ps

timescale,77 they were not resolved in our experiment.

3.4 Comparison with HgI2 photodissociation

The results of this work on HgBr2 can be compared with a

previous TRXL study of another mercury halide system,

HgI2.
46 For comparison, the results from the X-ray solution

scattering studies of the two mercuric halides are summarized

in Table 2. Here, it should be noted that the rate constants of

the HgI2 photodissociation reported in the previous work46

were all doubled by a miscoding of the fitting program. So in

order to correct this analytical error, the rate constants listed

in Table 2 were obtained by dividing the previously reported

values by a factor of 2.

The efficiency of the HgBr2 photoexcitation by ultraviolet

laser pump is only 10% compared to 33% efficiency in HgI2.

Such difference in excitation efficiency is ascribed to higher

absorption cross-section of HgI2 than HgBr2 at 266 nm, as can

be seen in their absorption spectra in Fig. 5. In this study, the

difference was compensated for by using a higher concentration

of HgBr2 (25 mM) than of HgI2 (10 mM) used in the previous

work. After photoexcitation, 74% of HgBr2* returns to the

ground state by geminate recombination compared to 66% of

HgI2*.

As can be seen in Table 2, the most notable difference

between the photodissociation of HgBr2 and HgI2 is the

branching ratio between two-body and three-body dissociation

pathways. In other words, the photodissociation of HgI2
occurs only via two-body dissociation pathway, whereas

HgBr2 dissociates via both two-body (18%) and three-body

(8%) dissociation pathways with about a 2 : 1 branching ratio.

The difference in the reaction pathways of the two mercuric

halides demonstrates the effect of atomic substituents on the

reaction mechanism in a simple chemical reaction, although its

origin is not clear yet. We can speculate that three-body

dissociation of HgI2 occurs at a much higher rate than that

of HgBr2, for example at much earlier times than 100 ps.

If so, the pathway might not observed with the 100 ps time

resolution of this experiment.

The branching ratios and the recombination rates were also

found to be different between HgBr2 and HgI2. In particular,

via X + X - X2 (X = Br, I) reaction, 13% of Br atoms

combine to form Br2 at 8.5 � 109 M�1 s�1 in contrast

to the formation of I2 with its 29% branching ratio and

1.7 � 1010 M�1 s�1. The slower formation of Br2 than I2
disagrees with a previous spectroscopic study, where the

nongeminate recombination of photodissociated Br2 was

found to be almost twice as fast as that of I2 in CCl4 solution.
76

This reversal in relative formation rates might be explained by

our use of a polar solvent, methanol, rather than the nonpolar

solvent CCl4 used in the previous study, but the exact origin

needs further investigation. In contrast, for HgX2 recovery via

the HgX+X-HgX2 reaction, the reaction rate is higher for

HgBr2 than for HgI2. The higher rate of HgBr2 formation is

likely to result from the higher diffusion rate of Br.

Table 2 Comparison of HgBr2 and HgI2 photodissociation in terms of kinetic parameters obtained from global fitting analysis of the TRXL data

HgBr2 HgI2

Photoexcitation efficiency of HgX2, [HgX2*]0/[HgX2]ground
a 10% 33%

Branching ratio of ground state recovery, HgX2, [HgX2*]relaxation/[HgX2*]0
a 74% 66%

Branching ratio of two-body dissociation, HgX2, [HgX2*]two-body/[HgX2*]0
a 18% 34%

Branching ratio of three-body dissociation, HgX2, [HgX2*]three-body/[HgX2*]0
a 8% B0%

Branching ratio of HgBr formation, Hg + Br - HgBr, from dissociated
halogen atoms, [X]Hg+X/[X]0

b (and its rate constant)
24% (3.9 � 1011 M�1 s�1) N/A

Branching ratio of HgX2 recovery, HgX + X - HgX2 (X = Br, I), from
dissociated halogen atoms, [X]HgX+X/[X]0

b (and its rate constant)
63% (7.0 � 1010 M�1 s�1) 71% (5.0 � 1010 M�1 s�1)

Branching ratio of X2 formation, X + X - X2 (X = Br, I), from dissociated
halogen atoms, [X]X+X/[X]0

b (and its rate constant)
13% (8.5 � 109 M�1 s�1) 29% (1.7 � 1010 M�1 s�1)

a By photoexcitation, HgX2 is excited from the ground state to the electronic excited state, HgX2*, with an initial population of [HgX2*]0.

The HgX2* population decays via three pathways: (1) return to the ground state by electronic/vibrational relaxation and geminate recombination,

[HgX2*]relaxation, (2) dissociation into two bodies, [HgX2*]two-body, or (3) dissociation into three bodies, [HgX2*]three-body.
b The halogen atoms

(Br or I) dissociated from HgX2* with an initial concentration of [X]0 are consumed in three ensuing reactions: (1) recombination with Hg to form

the HgX radical, [X]Hg+X, (2) recombination with HgX to form HgX2, [X]HgX+X, or (3) combination with another halogen atom to form an

X2 molecule, [X]X+X.

Fig. 5 Absorption spectra of HgI2 (solid) and HgBr2 (dashed) in

methanol solution and the spectrum of excitation laser pulse used in

the TRXL experiment.
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3.5 Error analysis

The reported reaction rate constants and branching ratios

were calculated using the MINUIT software package by

applying chi-square minimization fitting procedure, which

is also known as maximum likelihood estimation (MLE).

Here we note that the likelihood (L) is related to the

chi-square (w2) by L p exp(�w2/2). In this section, we discuss

how we estimate the errors of multiple fit parameters used in

the MLE fitting so that we can check the quality of our fitting

results. In general, in MLE fitting with multiple fit parameters,

the error estimate is made as follows.78,79 First, the distribution

of likelihood is obtained by varying the parameters from their

optimized values, where w2 is minimized (and thus the

likelihood is maximized). Then, the error range of each parameter

is defined by one-standard-deviation confidence region that

Fig. 6 Contour maps showing the variation of the adjusted w2 (i.e. Dw2 = w2 � w2min) with respect to a pair of correlated parameters among the

five parameters used in the global fitting analysis. The errors were calculated manually by using our own code based on the MLE fitting method.

The region within the boundaries of Dw2 = 1.0, 4.0 and 9.0 corresponds to the likelihood distribution of 68.3%, 95% and 99.7%, respectively. The

parameters 1 (Br + Br - Br2), 2 (Hg + Br - HgBr) and 3 (HgBr + Br - HgBr2) correspond to the rate constants (k) of various reaction

pathways and are presented as the logarithm of each parameter to the base 10. Parameter 4 is the photoexcitation efficiency of HgBr2, that is,

[HgBr2*]0/[HgBr2]ground. Parameter 5 is the branching ratio of ground state recovery, [HgX2*]relaxation/[HgX2*]0, via electronic/vibrational

relaxation and geminate recombination. The negative error limit of parameter 1 was not available. In panels G, I and J, it can be seen that

there exists a strong correlation between the two constituent parameters. The MINOS algorithm in MINUIT employed in our global fitting

analysis automatically provides errors corresponding to boundary values of 68.3% of likelihood distribution, and thus this manual inspection of

contour maps is not necessary to estimate errors based on likelihood distribution. Here we show these contour maps for demonstration purposes.
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corresponds to the region within 68.3% range of the determined

likelihood distribution. In this work, nine parameters were

used in the MLE fitting of the data, but only five of them were

used for the error analysis. The other four parameters mostly

account for the dynamics on the timescale shorter than the

time resolution of our experiment and thus are not appropriate

for error analysis. To account for nonlinearities and correlations

between the fit parameters, we represented the w2 function in a

five-dimensional space consisting of those five parameters.

Fig. 6 shows five-dimensional space sliced to ten contour

maps. Each contour map shows the variation of Dw2 with

respect to a pair of correlated parameters, where Dw2 is the

adjusted w2 by subtracting the minimum w2 value from the w2

value at a certain position in the contour map (i.e. Dw2 =

w2 � w2min). For each parameter, the probability that the true

value of a parameter lies inside the Dw2 = 1 boundary is 68.3%.

Therefore, the parameter values at the Dw2 = 1 boundary

gives an estimate of the error range for each parameter. The

same approach was followed by Nielsen and coworkers, who

manually estimated the errors by using coutour maps.53,54

Here we point out that the same error estimation based on this

principle is automatically provided in the MINUIT software

that has been used in our global fitting analysis.43–45

The MINUIT software provides three algorithms

(MIGRAD, HESSE and MINOS) to estimate errors of the

parameters determined from MLE fitting. The MIGRAD

performs a function minimization using the gradient (or

curvature) of the w2 function. As the gradient converges to

the value at the minimum, the error matrix calculated at each

point converges to a correct form. The HESSE also makes use

of the curvature of the w2 function, but it initially calculates the
full matrix of the second-derivatives (i.e. curvature) of the w2

function (by finite intervals) with respect to the variable

parameters and inverting the matrix to produce an error

matrix. Therefore, compared to MIGRAD where the initial

value of the w2 minimization loop can play a critical role, the

HESSE can give a more accurate error range and account for

the effects due to correlations between multiple parameters.

However, both MIGRAD and HESSE assume that the w2

function is of parabolic shape around the minimum and thus

they do not work well in the presence of high nonlinearities in

the w2 function. Instead of seeking to converge the curvature to

a minimum, MINOS makes use of the likelihood distribution

starting from the minimum to estimate the error, as described

in the previous paragraph. Therfore, MINOS is the most

relevant method for highly nonlinear problems as well as for

handling errors of correlated multiple parameters used in the

global fitting analysis.63 In our results, the w2 function is not

highly nonlinear, resulting in identical error values from the

HESSE and MINOS (see Table 3).

For comparison, we also calculated the errors manually by

using our own code based on MLE fitting, as listed in the last

column of Table 3. We note that the Dw2 contour maps shown

in Fig. 6 could also be obtained from this manual error

analysis. It is clearly seen that the errors obtained by this

manual calculation are very close to those calculated by

MINOS. This comparison clearly demonstrates that the error

estimate by the MINOS algorithm in the MINUIT software is

equivalent to the manual MLE error analysis that was recently

highlighted.53,54

4. Conclusion

We have measured the photodissociation dynamics of HgBr2
from 100 ps to 1 ms using time-resolved X-ray liquidography.

By monitoring the reaction dynamics, spanning four orders of

magnitude in time, the recombination dynamics of the

photodissociated species and the energy dissipation from the

reacting species to the solvent molecules were elucidated. Also,

the reaction pathways and detailed mechanism of HgBr2
photodissociation were revealed. In particular, the major

reaction pathway of HgBr2 photodissociation consists of both

two-body and three-body dissociation pathways, in contrast to

HgI2 that dissociates through two-body dissociation only

within the currently available time resolution of B100 ps.
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