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Supporting Methods 

Supporting Method S1. Determination of the distribution of projection angle, θAu-Au. In a 

cryo-EM measurement, the target molecules or particles in a specimen often prefer a particular 

angular orientation, i.e., adopt a preferred orientation, rather than being evenly distributed over the 

entire angular orientations1. For an accurate analysis of the experimentally obtained distribution 

of the projected interparticle distance, ap, it is vital to clearly determine the distribution of the 

angular orientation, θAu-Au, prior to the analysis because such preferred orientation significantly 

affects the distribution of the projected extra distance, cp + dp, and thus the distribution of the actual 

intersite distance, b, reconstructed with the distribution of cp + dp. 

The distribution of θAu-Au can be determined by directly measuring the orientational 

distribution with a multitilt analysis, i.e., collecting tilt-series of the projection images at two or 

more known tilt angles. For a protein labeled with two particles, theoretically, θAu-Au of the sample 

can be accurately determined by measuring aps at two or more known tilt angles. Here, we used 

such a multitilt analysis to determine the distribution of θAu-Au. We prepared the G1C-G45C double 

mutant of cyt-c labeled with two nanogold particles. The vitrification procedure of folded G1C-

G45C mutant for multitilt analysis was the same as described in the Supporting Method S4. Tilt-

series images were measured using a Thermo Fisher Glacios (200 kV) transmission electron 

microscope. Data were collected using a low dose mode (20 e/Å 2s per image). The samples were 

measured at three different tilt angles (0°, 30°, -30°) for the multitilt analysis. Each image was 

acquired at a magnification of 120,000 x under the defocus of up to 1 μm. Exposure time of 1 s 

was used for acquisition of all images. The total electron dose of the whole tilt series ranged from 

40 to 140 e/Å 2s. We calculated θAu-Au from acquired tilt-series images using the following 

procedure. First, among the nanogold particles observed in the projection images, we distinguished 



 

the nanoparticle pairs attached to cyt-c by applying the pair selection criteria described in the 

“Processing of cryo-EM images” section of the Supporting Method (Supporting Method S5). The 

positions of each pair of nanoparticles were tracked in the tilt-series images. We defined (xj,n, yj,n) 

as the positions of the j-th nanoparticles in the n-th tilt-series projection image measured with a tilt 

angle θn. Note that j ranges from 1 to 2 (nanoparticle pair) and n ranges from 1 to 2 or 3 (two or 

three tilt angles) in our case. The first angle (angle index n = 1) was chosen as the reference angle. 

Then, the projected position of the nanoparticle at the tilt angle θn can be calculated from the 3D 

nanoparticle position (𝑥𝑗,1, 𝑦
𝑗,1

, 𝑧𝑗,1) at the reference angle as follows: 

(
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where (𝑥𝑗,𝑛
𝑐𝑎𝑙𝑐 , 𝑦𝑗,𝑛

𝑐𝑎𝑙𝑐) is the calculated projected (x, y) positions of the j-th particle at the n-th tilt 

angle, Proj is the projection operator onto the xy plane, R(θn, w) is the 3D rotation matrix for the 

rotation by the tilt angle θn around the rotation axis w, and 𝑋𝑛 and 𝑌𝑛 are arbitrary translation of 

the projection image in x and y directions which results from a translation of the specimen 

accompanying the tilting of the specimen. Note that w was pre-determined by microscope axis 

calibration. Since 𝑥𝑗,1  and 𝑦𝑗,1  are measured values, we only need to determine 𝑧𝑗,1  for fully 

retrieving the 3D positions of the nanoparticles. Therefore, we performed a least-square fitting by 

minimizing the squared residue S shown in the following equation: 

𝑆 = ∑ ∑ ((𝑥𝑗,𝑛
𝑐𝑎𝑙𝑐 − 𝑥𝑗,𝑛)2 + (𝑦𝑗,𝑛

𝑐𝑎𝑙𝑐 − 𝑦𝑗,𝑛)2)𝑁
𝑛=2

2
𝑗=1            (S2) 

where N is the number of tilt angles used to collect the tilt-series projection images (N = 2 or 3 in 

our analysis). Through the least-square fitting, the optimal 𝑋𝑛, 𝑌𝑛, and 𝑧𝑗,1that minimize S can be 

found. It determines the 3D nanoparticle positions of each nanoparticle at the reference angle (i.e.,  

𝑥𝑗,1, 𝑦𝑗,1, 𝑧𝑗,1), from which the angle θAu-Au between the z axis and the vector that connects the two 



 

nanogold particles within the pair can be calculated.  We determined θAu-Au for 57 pairs of nanogold 

particles labeled at G1C-G45C mutant of cyt-c in a folded state. 

The resulting distribution of θAu-Au is shown in Figure S1. It can be clearly seen that the 

distribution of θAu-Au is significantly biased toward 90 degrees when compared to an isotropic 

distribution, indicating that the sample shows a strong preferred orientation. We modeled the 

preferred orientation using following equation: N(θAu-Au) = α ⋅ sinβ(θAu-Au) where N(θAu-Au) is the 

number of pairs corresponding to θAu-Au and α and β are constants. We found that the model gives 

a satisfactory fit to the experimental distribution with the following constants: α = 29.4 and β = 

16.45 (shown as a red solid line in Figure S1). Accordingly, we used the best-fit model equation 

to describe the preferred orientation of the sample. 

 

Supporting Method S2. Preparation of protein sample. To prepare a synthetic G1C-G45C 

mutant of equine heart cytochrome c (cyt-c), its corresponding gene was subcloned in the pJRhrsn2 

vector using EZ-Cloning kit (purchased from Enzynomics™). Initially, the gene was amplified by 

using PCR. Sequences of primers used for amplification containing KpnI and BamHI restriction 

enzyme sites are as follows; 

5’-GGGGTACCATGTGCGATGTGGAAAAAGGC-3’ 

                        5’-CGGGATCCTTATTCGTTGGTCGCTTT -3’ 

The amplified PCR product treated with BamHI and SalI restriction enzyme was inserted into the 

pJRhrsn2 vector treated with BamHI and SalI restriction enzyme. The G1C-G23C and G1C-

E104C mutations were introduced into cyt-c gene using the EZchange®  mutagenesis kit 

(Enzynomics™). The sequence of the oligonucleotides used for the construction of cyt-c mutants 



 

is listed in Supplementary Table 1. The double mutants of cyt-c, namely G1C-G45C, G1C-G23C 

and G1C-E104C, in the pJRhrsn2 vector were over-expressed in Escherichia coli BL21(DE3) by 

IPTG (isopropyl-1-thio-β-D-galactopyranoside) induction and purified according to the 

established procedure2. 

The cell cultures were grown at 37 °C with ampicillin together with vigorous shaking until 

a mid-exponential phase (OD 0.6 at 600 nm) was achieved. Then, the expression was induced with 

0.2 mM IPTG. After that, cultures were grown for additional 18 hours and were harvested by 

centrifugation at 6000 g for 10 minutes. The resulting pellet was sonicated in lysis buffer (50 mM 

of NaPO4 at pH 7.4 with 0.1 M NaCl) containing protease inhibitors and PMSF 

(phenylmethylsulfonyl fluoride). The lysate was purified by ammonium sulfate precipitation (55% 

saturation; 351 g/L). Then, nitrogen gas was purged over the solution for 1 hour followed by 4 

hours of dialysis against 10 mM sodium phosphate buffer at pH 7.5 with 1 mM DTT. The protein 

was applied to a CM Sepharose fast flow ion exchange column (GE Healthcare) equilibrated with 

10 mM sodium phosphate at pH 7.5. During the elution procedure, the concentration gradient of 

NaCl in a range of 40–250 mM was generated in the same buffer. After the purification, the eluted 

fractions with Abs410 nm / Abs280 nm > 4 were pooled. Finally, the selected fraction of cyt-c was 

diluted, desalted through gel permeation chromatography (GPC) column, and buffer-exchanged to 

final buffer (20 mM sodium phosphate at pH 6.5 with 150mM NaCl). The purified cyt-c mutants 

were characterized by UV/VIS absorption, circular dichroism spectroscopy, and mass 

spectrometry. 

 

Supporting Method S3. Nanogold labeling of cyt-c. A 20-fold molar excess of tris(2-

carboxyethyl)phosphine hydrochloride (TCEP, purchased from Sigma-Aldrich, USA) was added 



 

to 100 μl of 30 μM cyt-c mutant solution to reduce disulfide bond. After 15-minute incubation at 

room temperature, it was mixed with a monomaleimido nanogold (Nanoprobes, USA) solution 

which was prepared by adding 200 μl of distilled water to 6 nmol of nanogold particles lyophilized 

from 20 mM sodium phosphate at pH 6.5 with 150 mM sodium chloride. The container of the 

mixed solution was tightly sealed and the gas filled inside the container was removed by using a 

vacuum pump. Then, the mixture was incubated at room temperature for 5 hours. 

To separate the target product from the mixture, size-exclusion chromatography was 

performed. 100 μl of the mixture was loaded onto EnrichTM SEC 70 column (Bio-Rad, USA) and 

eluted through the column with the same buffer. The flow rate of 0.8 ml/min was used, and the 

eluent was collected for each minute so that the fractional volume of each collected sample was 

0.8 ml. The elution profile was monitored with absorbance at four different wavelengths (215 nm, 

280 nm, 413 nm and 550 nm). An eluent fraction that corresponds to the first peak of the elution 

profile was selected for use in the subsequent cryo-EM experiment. A representative elution profile 

is shown in Figure S2. For all three cyt-c mutants, the same procedures as described above were 

applied. For the unfolded state sample, 4 M of GdnHCl (Sigma-Aldrich, USA) was adjusted to the 

selected fraction and used for cryo-EM analysis. 

 

Supporting Method S4. Acquisition of cryo-EM images. Cryo-EM samples were prepared using 

the selected eluent solution. For the folded objects, the original fraction immediately after 

separation was used without any further dilution or concentration. The solution was deposited on 

a glow discharged 200 mesh Quantifoil R 2/1 holey-carbon-coated copper grid (Electron 

Microscopy Science, USA) and blotted with a filter paper inside the vitrification device (FEI 

VitrobotTM Mark IV). The following blotting conditions were used for folded objects; the loaded 



 

sample volume of 3 μl, the relative humidity of 100% and temperature of 4 °C inside the chamber, 

the wait time before blotting of 5 s, the blot time of 5 s, the blot force of 7, the wait time of 10 s, 

and the total number of blotting of 1.  

For the unfolded objects, we observed the generation of bubbles when the sample solution 

containing guanidine hydrochloride (GdnHCl) was loaded on the TEM grid. To remove these 

bubbles as much as possible, we waited longer than the case without GdnHCl (five seconds for the 

solution without GdnHCl and ten seconds for the solution with GdnHCl) after loading the sample 

on the grid and before blotting the grid, and also increased the number of blotting (one for the 

solution without GdnHCl and three for the solution with GdnHCl). These bubbles are observed 

only in a small portion of the entire cropped images (37 cropped images out of 162). We confirmed 

that the bubbles have little effect on the measured projection distances between the particles, from 

the fact that there was no significant difference between the distribution of the projected distances 

of 162 particle pairs from all cropped images even containing some bubbles and that of 125 particle 

pairs only from the cropped images with no bubbles (Figure S7). The blotting conditions for 

unfolded objects were as follows; the loaded sample volume of 3 μl, the relative humidity of 100% 

and temperature of 4 °C inside the chamber, the wait time before blotting of 10 s, the blot time of 

10 s, the blot force of 12, the wait time of 10 s and the total number of blotting of 3.  

Blotted grids were then immediately immersed into liquid ethane and sequentially moved 

into a grid storage box located in a liquid nitrogen container. The grids were stored inside a liquid 

nitrogen environment until their usage for electron microscopy. Prepared samples were transferred 

to cryo-holder (Gatan Multi-Specimen Single Tilt Cryo Transfer Holder, Model 910), and the 

holder was inserted into a transmission electron microscope (FEI Tecnai G2 Spirit). Data were 

collected at -174 °C with an acceleration voltage of 120 kV, using a low dose mode (< 20 e/A2s), 



 

a magnification of 110,000x and the defocus ranges of 0.5–1.5 μm. The exposure time of 1 s was 

used for the acquisition of all images. 

 

Supporting Method S5. Processing of cryo-EM images. To process acquired images 

automatically, a MATLAB code was written based on the following strategy. First, all particles 

were selected from background based on the intensity values of the pixels. The pixels located in 

the particle regions were set as black, and background pixels were set as white. Secondly, only 

pairs of particles were selected, excluding solitary particles and aggregates composed of three or 

more particles. In addition to the targeted doubly-labeled cyt-c, the obtained images contained 

appearances of single particles or aggregated particles because the purification using size exclusion 

chromatography was not perfect. On average, ~60% of gold particles in a typical image were from 

isolated pairs of two particles whereas the remaining ~40% were from single particles or 

aggregated particles (Figure S3). The pairs of particles were selected for each image with the 

following two criteria: (1) a single particle was excluded if there were no particles other than itself 

within a radius of 20 nm; (2) a group of three or more particles assembled within a radius of 30 

nm was also excluded. All the remaining cases then consisted of two particles, which we regarded 

as properly labeled cyt-c. The second criterion is a rather severe one and could remove even well-

defined pairs of particles, thereby reducing the actually used particles for pairs down to ~30% of 

all particles observed in the cryo-EM images. Still, we used this criterion to be free from counting 

potential aggregates at the expense of rejecting good pairs. After filtering out abnormal particle 

pairs using the criteria, only the groupings composed of two particles remained and these parts of 

the images were cropped for further automatic process of extracting the projected interparticle 

distances, which was the last step of the image processing scheme. For each image of a particle 



 

pair, the centroid coordinates for the two particles were determined, and their distance was 

calculated. The reason for measuring the distance between the centroid of the particles, not the 

edge-to-edge distance of the particles, is that while the particle edge in an image depends on the 

edge detection process, the centroid position is rather insensitive to the definition of the process. 

 

Supporting Method S6. Construction of the projected extra distance distribution. We 

performed simulations to estimate the projected extra distance. Briefly, first, the spaces where the 

nanogold particles can be located were determined considering all spatial constraints imposed by 

the length of the linker, the size of the particles, and the shape of the protein (Figures S4D and 

S4F). After that, the positions of the nanogold particles were randomly sampled within the 

available spaces together with the positions of the labeling sites. The distribution of cp + dp was 

estimated from the sampled positions of the nanogold particles and the labeling sites. There we 

also considered that the labeling particles have a strong preferred orientation (Supporting Method 

S1 and Figure S1). The detailed procedure of the simulation is as follows. Four residues (Gly1, 

Gly23, Gly45 and Glu104) that were selected as the labeling sites were substituted with cysteine 

residues using PyMOL software and the sphere with a radius of 2 nm (the sum of the linker length, 

1.3 nm, and the radius of nanogold particle, 0.7 nm) around the sulfur atoms of cysteine residues 

were constructed to represent the possible positions of the centroid of the particles. Considering 

the flexibility of the linker connecting the protein and particle, the position of the centroid of the 

nanogold particle was limited within 2.0 nm3 distance from the labeling site. The available 

positions of the nanogold particles are shown in Figure S4A–C. In Figure S4A–C, cyt-c is 

represented in black, and the spheres depicting the available positions of the centroid of nanogold 

particle were colored in red (around Cys1), blue (around Cys23), green (around Cys45), and yellow 



 

(around Cys104). Within the spherical area with 2.0 nm radius, some portion is excluded from the 

available positions to avoid collision or overlap of the particle with protein (Figure S4D and S4F, 

marked in gray). First, the portion of the sphere which directly overlaps with the protein was 

excluded because the particle would not penetrate the protein molecule. In addition, considering 

the radius of a nanogold particle (0.7 nm), the portion of the sphere within 0.7 nm from the surface 

of the protein was also excluded because the center of nanogold particles cannot be located in this 

region. Comparison of each of the remaining, available area for the two labeling particles shows 

that the overlap between the available area is negligible when the particles are labeled at Cys1 and 

Cys23 and Cys1 and Cys 45 (Figure S4A and S4B), allowing us to infer that the two particles will 

only have little interaction with each other. Accordingly, when simulating the projected extra 

distance for the particles labeled at Cys1 and Cys23 and Cys1 and Cys 45, the position of the 

particles was determined within the region marked in blue in Figure S4D, considering no 

interaction between the two particles. By contrast, in the case of labeling at Cys1 and Cys104 sites 

(Figure S4C), there is a significant overlap between the available area for the two labeling particles 

due to a short distance (~2.0 nm in the crystal structure) between the two labeling sites. In this 

case, if we simulate the projected extra distance considering no interaction between the particles 

(as shown in Figure S4D), the reconstruction of the actual intersite distance yields a significant 

deviation from the distance theoretically estimated using MD simulations (Figure S4E). The 

experimental actual intersite distance (blue filled bars, Figure S4E) is reconstructed to be much 

longer than the distance from the MD simulations (empty bars, Figure S4E), indicating that the 

projected extra distance is estimated to be shorter than its real value. We hypothesized that this 

wrong estimation of the projected extra distance is due to an ignorance of the interaction between 

particles. Here, the distance between two labeling sites is close enough, allowing the particles to 



 

physically touch each other. In reality, the physical collision of two particles is likely to depopulate 

such cases. To reflect this, we considered the case where each particle avoids positions that 

potentially can cause collision to the other particle. In other words, each particle was not allowed 

to be located within a location within 3.4 nm (2.0 nm + particle diameter, 1.4 nm) from the adjacent 

labeling site (Figure S4F, excluded area considering interparticle interaction is marked in yellow). 

Following the scheme of the distribution of the particles around the labeling site described 

above, we reconstructed the distribution of the projected extra distance as follows. First, with 

respect to the direction of the incident electron beam, we randomly rotated the cyt-c by multiplying 

a random three-dimensional rotation matrix to the atomic coordinates of cyt-c. Next, we extracted 

10,201 coordinates of uniformly distributed points within a spherical area around the labeling site 

for each of the two labeling sites of a mutant. After that, among the 10,201 points in each spherical 

area, the points within the excluded area (Figure S4D and S4F, marked in gray and yellow) were 

removed. We randomly choose one of the remaining points for each of the two labeling sites of a 

mutant. The resulting two points were considered as the position of the centroid of the labeling 

particles.  

Next, we sampled the positions of the centroid of the nanoparticles with an additional 

probabilistic weight depending on θAu-Au. The probabilistic weight was applied to reflect the fact 

that the nanogold-labeled cyt-c possesses a preferred orientation (which is described in the 

Supporting Method S1). We adjusted the orientational probability distribution of θAu-Au, P(θAu-Au), 

to follow sin16.45(θAu-Au) by rejecting the positions of the centroids unless sin15.45(θAu-Au) (which is 

an additional weight to sin(θAu-Au) of the isotropic distribution) is larger than a uniform random 

number generated within the range between 0 and 1. Lastly, if the positions were accepted, the 

projected extra distance was calculated by using the coordinates of the two nanogold particle 



 

centroids and the two labeling sites. 

Repeating this process for 9,999 times yielded 9,999 values of the projected extra distances 

for each mutant and these values were used to construct the distribution of the projected extra 

distance as shown in Figure S4G–I. Negative values of the projected extra distance correspond to 

the case where the projected interparticle distance is smaller than the projected intersite distance. 

 

Supporting Method S7. Subtraction of the extra distance from the experimental data. To 

obtain the distribution of the projected intersite distance, bp, the projected extra distance, cp + dp, 

should be subtracted from the experimentally obtained projected interparticle distance, ap. If there 

is no correlation at all between bp and cp + dp, for each experimental bp, we can randomly choose 

and use a value from the distributions of the projected extra distance (Figure S4G–I). If there is 

some correlation, ignoring it will distort the distribution of bp due to a mispairing of ap and cp + 

dp. Therefore, we first checked if there is any correlation by using simulations. For this, (1) a 

structure pool consisting of 126 virtual structures for a folded protein (G1C-G23C, G1C-G45C, 

and G1C-E104C in its folded state) or 162 virtual structures for G1C-G45C in its unfolded state 

were generated. For each virtual structure, the corresponding ap and cp + dp were calculated. cp + 

dp were generated in the same manner that was adopted in generating Figure S4G–I. For the case 

of the unfolded state, the intersite distance of 7 nm was assumed when generating virtual structures. 

Representative results are shown in Figures S5A–D. Each dot in the plots contains information 

about the generated ap (position of the dot in x-axis) and the corresponding cp + dp (position of the 

dot in y-axis). (2) Then, the structures in the pool were ranked within the pool by two different 

criteria, ap and cp + dp, so that each structure has two different rankings depending on the criteria. 

To quantify the correlation, the difference between the two ranks (rank difference) was calculated 



 

for each dot. The rank difference indicates that, for example, a small rank difference indicates there 

is a strong positive correlation between the two projection distances of a structure. (3) To show 

the trends in the rank difference more clearly, we fractionated the virtual structures in a pool into 

ten bins in the descending order of ap (namely, the first bin for 0–10%, the second bin for 10–20%, 

and so on), and took the maximum rank difference in each bin. This largest maximum rank 

difference value inversely reflects the degree of correlation. The larger the value, the smaller the 

correlation. The above three steps were repeated 1,000 times to collect 1,000 such plots of the 

largest maximum rank difference value as a function of the bin. The plots of the largest maximum 

rank difference values among 1,000 repetitions for each bin obtained for G1C-G23C, G1C-G45C, 

G1C-E104C, and the unfolded state of G1C-G45C are shown in Figure S5E–H.  

These plots of the largest maximum rank difference values provide a safe guideline for 

pairing cp + dp to ap. In other words, the values of the maximum rank difference for each bin can 

be used to limit the range of cp + dp that can be paired to ap. For example, for G1C-G23C, the first 

bin with 0–10% of ap has the largest maximum rank difference value of 17, indicating that 17 is 

the largest maximum rank difference possible for the top 10% ranked aps. Since there are 135 

experimental aps for G1C-G23C, we can rank these 135 values. Also, we randomly select and rank 

135 cp + dp values from Figure S4G. Then, for example, the first 13 (which corresponds to 10% of 

135) ranked experimental aps can be paired with cp + dps considering that the largest possible rank 

difference should be at most 17. For example, for the experimental ap at the 5th rank, one from the 

first rank to the 22nd (which is 5 plus 17) rank values from the 135 cp + dps is randomly selected 

toward being subtracted from the 5th rank experimental ap to yield bp. In the same manner, for 

treating the 6th rank experimental ap, a value from 23 highest-ranking cp + dps is used. This is 

repeated until processing the 135th rank experimental ap, which belongs to the 10th bin. For the 



 

10th bin, the largest maximum rank difference is 102, and thus a value from 33 (135 - 102) lowest 

ranking values from the 135 cp + dps is used. If a bp value thus obtained by subtracting cp + dp 

from ap was negative, the whole run was rejected and a new one was attempted. The resulting set 

of 135 bps was converted into a histogram, representing the probability distribution of bps over 0 

to 10 nm with 0.2 nm bin width. To make the data statistically meaningful, we repeated such 

successful runs 9,000 times and averaged the resulting histograms of the distribution of the 

population fraction of bps to obtain the final bp distributions. We chose this number of cycles 

(9,000) to reach a smooth result shown in Figures 4E–H. The standard deviation of the population 

fraction of bp for each bin was also calculated from the 9,000 histograms before averaging and is 

indicated as an error bar in these figures. 

 

Supporting Method S8. Reconstruction of the actual intersite distance distribution from the 

projected intersite distance distribution. To reconstruct the distribution of the actual intersite 

distance, b, from the distribution of the projected intersite distance, bp, the population fraction 

values at all bins of the distribution of b were treated as the independent parameters. Then, the 

population fraction value at the n-th bin of the histogram representing the projected intersite 

distance distribution, Pproj, calc(n), can be calculated using the following equation4,5: 

𝑃proj, calc(𝑛) = ∑ (𝑃(𝜃𝑟𝑒𝑠−𝑟𝑒𝑠 = sin−1(𝑑𝑛/𝑑𝑖)) × 𝑃recon(𝑖) × 1/√𝑑𝑖
2 − 𝑑𝑛

2)𝑚
𝑖=𝑛+1         (S3) 

where Precon(i) is a population at the (i - 1)-th bin of the histogram representing the reconstructed 

a. This is what we aim to determine. Here, di is the center distance of the i-th bin of the distribution 

of b, dn is the center distance of the n-th bin of the distribution of bp, P(θres-res) is the distribution 

of the angle between the axis connecting the two labeled sites and the direction of the electron 

beam, P(θres-res = sin-1(dn/di)) is the population fraction of P(θres-res) at θres-res = sin-1(dn/di), and m - 



 

1 is the number of bins used for analysis. Please note that the equation θres-res = sin-1(dn/di) expresses 

the following relationship, sin(θres-res) = dn/di. In the case of the analyses on folded objects 

presented in Figure 4E–G, and the analysis on unfolded objects in Figure 4H, there is no significant 

population with a distance larger than 8 nm, which is the 40th bin of the histogram. Therefore, m 

- 1 = 50 is large enough for our analyses on both folded and unfolded objects. For P(θres-res), even 

though the distribution of another projection angle, θAu-Au, was determined by using cryo-electron 

multitilt analysis (Figure S1), the distribution of θAu-Au would not be identical to the distribution of 

θres-res because the linker connecting the protein and labeling particles is flexible. Considering this, 

we modeled the distribution, P(θres-res), to be proportional to sinx(θres-res). In this model, x is a free 

parameter which denotes the degree of preferred orientation: a high value of x indicates that there 

is a strong preferred orientation of θres-res. With this model, the Equation S3 can be expressed as 

follows: 

𝑃proj, calc(𝑛) = ∑ (𝑃recon(𝑖) × (𝑑𝑛/𝑑𝑖)
𝑥 × 1/√𝑑𝑖

2 − 𝑑𝑛
2)𝑚

𝑖=𝑛+1           (S4) 

where (dn/di)
x is equal to sinx(θres-res). 

The population values at all bins of the distribution of b, together with the parameter x 

which denotes the degree of preferred orientation in the projection angle, θres-res, were iteratively 

fit by converting it to its corresponding projected intersite distance distribution, Pproj, calc(n), and 

by comparing it against the experimentally derived distribution of bp. More specifically, the 

parameters were optimized to minimize the chi-square (χ2) value which is calculated using the 

following equation: 

𝜒2 = ∑ ((𝑃proj, calc(𝑛) − 𝑃proj, exp(𝑛))/𝜎(𝑛))2𝑚−1
𝑛=1            (S5) 

where Pproj, exp(n) is a population fraction at the n-th bin of the histogram representing the 

distribution of experimental bps, and σ(n) is the standard deviation of the population fraction at the 



 

n-th bin of the histogram representing the distribution of experimental bps. This has led us to the 

final reconstructed actual distance distribution. Considering the size of the nanogold particles, we 

assumed that b should always be longer than the diameter of the nanogold particle (1.4 ± 0.14 nm) 

3. In other words, we applied a constraint that Precon(i) = 0 for the indices i with di < 1.26 nm (1.4–

0.14 nm). The error of the reconstructed distribution of b and x were estimated using the MINUIT 

software package with the MINOS error estimation method6. 

We also tried to reconstruct the distribution of b under a different assumption that the 

distribution of θres-res, P(θres-res), is identical to that of another projection angle, θAu-Au. The resulting 

distribution of b, together with its corresponding projected intersite distance distribution, is shown 

in Figure S6. Here, the procedure of the reconstruction is the same as described above except that 

the parameter x is fixed at 16.45 throughout the iterative fitting. A comparison of χ2 values for the 

fixed x (shown in Figures S6M–S6P) and free x (shown in Figures S6E–S6H) shows that χ2 is 

much higher with x fixed at 16.45 than with free x. The significantly lower χ2 with free x indicates 

that the pair of labeling nanogold particles and the pair of labeled residues in the protein have 

different degrees of preferred orientation with respect to the direction of the incident electron beam. 

The reason for the higher χ2 values for the fixed x is that the calculated projected intersite distance 

distribution with the high x value (x = 16.45) cannot describe the populations of the experimentally 

derived projected intersite distance distribution at short bp values (at bp < 1.0 nm, see Figures 

S6M–S6P) unless the populations in the distribution of b are allowed even for the short b values, 

b < 1.26 nm, which are physically unrealistic. In contrast, when x is small, the experimental 

distribution of bp at short bp values can be well described without a population at short b values 

(See Figures S6E–S6H). The optimized x values are close to 1 in all four cases shown in Figures 

S6A–S6D, implying that the protein has an orientation close to random unlike the labeled 



 

nanoparticle pairs that show a strong preferred orientation. 

 

Supporting Method S9. Calculation of the intersite distance distribution from the MD 

simulations. We adopted MD simulations to sample the structural ensembles of both the folded 

and the unfolded states of horse heart cyt-c. The simulations were started from the X-ray crystal 

structure7 by employing the Gromos96-43a1 force field8. The simulations were performed with 

the GROMACS 4.5.5 program package9.  For the folded state, the protein was placed in a cubic 

box with 6 nm side lengths and solvated by TIP3P water10. The net charge in the box was 

neutralized by replacing some water molecules with sodium cations. A cutoff distance of 1.6 nm 

was used for treating both the electrostatic and dispersion interactions, while the particle mesh 

Ewald (PME) method11,12 was utilized toward treating long-range electrostatics. Before the 

production run, the potential energy of the system was minimized by using the steepest descent 

algorithm, and the system was then equilibrated for 20 ps at 293 K with the velocity-rescale 

thermostat13. This was followed by the production run over a 1 ns duration. The structures were 

collected at every 1 ps. The intersite distance distributions obtained from the MD simulations for 

the folded state are plotted with empty bars in Figure 5A–C. 

Sampling the vast conformational space with explicit solvent for the unfolded state, 

especially at room temperature, is computationally too burdensome. To circumvent this issue, we 

employed a high-temperature condition14,15 of 800 K in combination with the GB/SA implicit 

solvent model16. While this temperature was somewhat higher than the one used in other unfolding 

simulations14, we did not find any instabilities during simulations. In this case, the stochastic 

Langevin dynamics was employed with the solvent collision rate of 0.5 ps-1. This unfolding 

simulation was also started from the crystal structure, with an initial equilibration for 1 ns. The 



 

production run was then performed for 500 ns, and the structures were sampled at every 20 ps. 

The intersite distance distribution obtained from the simulation for the unfolded state is plotted 

with empty bars in Figure 5D. 

We are aware of the possibility of beam-induced motion, which can be corrected by 

CMOS-based direct cameras and software such as Motioncor. According to relevant studies17,18, 

individual particles can move 0.1–1 nm in the ice during cryo-EM image acquisitions. We did not 

take such beam-induced movement into account, but the good agreement between the MD 

simulation and the experimental distribution indicates that the beam-induced motion did not 

significantly affect our measurements. 

 

Supporting Method S10. Estimation of the intersite distance distribution by using random 

coil polymer models. For comparison with the distance distribution of the unfolded state, we also 

estimated the distributions by assuming that the unfolded protein can be regarded as a random coil 

polymer. Specifically, we considered two models: (i) a random walk model with a completely 

flexible chain but with an excluded volume for avoiding intra-chain steric clashes19, and (ii) a 

worm-like chain model where the chain is not completely flexible but has a degree of stiffness due 

to the residue-residue interaction20.  

The random walk model estimates the distribution of the polymer end-to-end distance r as19: 

𝑝(𝑟) ∝ 4𝜋𝑟2 × exp[−((𝑟 − 𝑏)/𝜎)2]             (S6) 

with b and σ defined as: 

𝑏 = 5/33/5 × (𝑉/(3𝜋𝑙))1/5 × 𝐿3/5 

(S7) 

σ =  √20𝐿𝑙/27  

Here, L = nl represents the length of the polymer with n = 44 denoting the number of chain 



 

segments (i.e., the number of residues between the 1st and the 45th residues of cyt-c) and l serving 

as the length of one chain segment (which is 3.8 Å  for a protein residue). The excluded volume V 

can be used as a free parameter for fitting, and we assumed that this volume can be approximated 

as a sphere whose radius re does not deviate significantly from the half of the monomer size, l/2 = 

1.9 Å . With this assumption, we inspected whether there are re values that could well explain the 

distributions obtained from the MD simulations and the NACS experiment. We found that the 

distribution from the first random walk model (Figure 5D, black dashed line) agreed well with the 

distribution from MD simulations when re = 1.3 Å , which is close to l/2. In contrast, to explain the 

distance distribution obtained from the NACS experiment well, re needed to be over 10.0 Å . Such 

a large value is unreasonable considering the size of an amino acid residue. 

For the worm-like chain model, we used the following end-to-end distance distribution 

function20: 

𝑝(𝑟) ∝ 4𝜋𝑟2 × (1 − 𝑟2/𝐿2 )−9/2 × exp[−3/4 × (3𝐿/2𝑙𝑝) × 1/(1 − 𝑟2/𝐿2 )]        (S8) 

Here, lp is the persistence length of the polymer, which was used as an adjustable parameter. A 

distribution that agrees well with the experimental NACS result was obtained with lp = 22.8 Å , 

which corresponds to an extension over about six residues. Another value of lp was also explored 

to see if the distribution can match the MD simulation result. A good match was found but lp was 

close to l, the length of one amino acid residue. Not surprisingly, this case corresponds to the 

situation with no residue-residue interactions, and it basically becomes equivalent to the random 

walk model. 
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Table S1. The sequence of the oligonucleotides used for construction of cyt-c mutants. 

Mutant Oligonucleotide Sequence (5′-3′)* 

G23C    Sense, CACTGTCGAAAAATGTGGTAAGC 

   Anti-sense, GCTTACCACATTTTTCGACAGTG 

E104C    Sense, CTACTAACTGTTAAGGCCTGG 

   Anti-sense, CCAGGCCTTAACAGTTAGTAG 

*Mutation sites are underlined.  

  



 

Supporting Figures 

 

Figure S1. The distribution of θAu-Au, the angle between the axis connecting two particles and the 

direction of the electron beam. We used cryo-electron multitilt analysis to determine θAu-Au for 57 

pairs of nanogold particles labeled at G1C-G45C mutant of cyt-c in a folded state. The resulting 

distribution is shown as a histogram with gray filled bars and empty circles. It is clear that the 

distribution of θAu-Au is significantly biased toward 90 degrees when compared to an isotropic 

distribution (black solid line), indicating that the sample shows a strong preferred orientation. We 

modeled the preferred orientation using following equation: N(θAu-Au) = α ⋅ sinβ(θAu-Au) where 

N(θAu-Au) is the number of pairs corresponding to θAu-Au and α and β are constants. The best-fit 

model to the experimental distribution with α = 29.4 and β = 16.45 is shown as a red solid curve.  
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Figure S2. Results of CD measurement and size-exclusion chromatography. (A–C) CD spectra of 

wild type cyt-c, three mutants, and three mutants labeled with nanogold particles. CD spectra of 

nanogold-labeled mutants were measured from a mixture of nanogold particles and cyt-c before 

the size-exclusion chromatography. (A) CD spectra from wild type (black), G1C-G23C mutant 

(red), and G1C-G23C mutant labeled with nanogold (blue). (B) CD spectra from wild type (black), 

G1C-G45C mutant (red), and G1C-G45C mutant labeled with nanogold (blue). (C) CD spectra 

from wild type (black), G1C-E104C mutant (red), and G1C-E104C mutant labeled with nanogold 

(blue). (D) Representative elution profile of size-exclusion chromatography measured from the 

nanogold-labeled G1C-G45C mutant of cyt-c. An eluent fraction of A was taken as the target 

product to measure cryo-EM images.  



 

 



 

(Continued from the previous page, cryo-EM images for nanogold labeled G1C-G45C cyt-c)

  



 

(Continued from the previous page, cryo-EM images for nanogold labeled G1C-G45C cyt-c) 

  



 

(Continued from the previous page, cryo-EM images for nanogold labeled G1C-G45C cyt-c) 

 

Figure S3. Representative raw cryo-EM images for nanogold labeled G1C-G45C cyt-c. The well-

isolated pairs of nanoparticles which eventually passed the criteria for selecting good pairs are 

indicated with red circles. The pairs of nanoparticles which failed to pass the criteria are indicated 

with yellow circles. The solitary particles and aggregates are indicated with white and blue circles, 

respectively.  



 

 

Figure S4. Construction of the projected extra distance distribution. (A–C) The position of the 

labeled residues and possible positions of labeling particles. The red, blue, green, and yellow 

spheres depict the possible position of the centroid of the labeling nanogold particle around the 

labeling sites, Cys1, Cys23, Cys45, and Cys104, respectively. The labeled protein, cyt-c, are 

colored with black. Due to a collision with the protein, the centroid of a nanogold particle is 

inaccessible to the gray-colored region near the surface of the protein. (D) Pictorial representation 

of available positions of particles around the labeling sites in the case when there is enough 

distance between two labeling sites. A cross-sectional view around the labeling sites is shown. The 

protein is colored green, and the positions where the centroid of the nanogold particle can and 

cannot be located are marked in blue and gray, respectively. The linker on the left is shown as a 
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black curve to indicate that a linker can be flexible, and the linker on the right is shown as a straight 

line to show the case of the maximum linker distance. (E) In the case shown in panel C (particle 

labeling at Cys1 and Cys104), the experimental actual intersite distance (blue filled bars) is 

reconstructed to be much longer than the distance from the MD simulations (empty bars) if we 

estimate the projected extra distances by ignoring the interaction between the two particles (i.e., 

reconstructed using the projected extra distance distributions shown in panel I as gray bars). (F) 

Pictorial representation of the distribution of potential locations of particles around the labeling 

sites in the case when the distance between two labeling sites is close enough, allowing the 

particles to physically touch each other. The physical collision of two particles is likely to 

depopulate such cases. To reflect this, it was assumed that each particle avoids positions that 

potentially can cause collision to the other particle. In other words, each particle was not allowed 

to be located within a location within 3.4 nm (2.0 nm + particle diameter, 1.4 nm) from the adjacent 

labeling site. The color scheme is identical to that of panel D except for the additional region, 

where the particles can cause collision to the other particle, colored in yellow. A cross-sectional 

view around the labeling sites is shown.  (G–I) Distributions of the projected extra distances 

calculated for (G) G1C-G23C, (H) G1C-G45C, and (I) G1C-E104C mutants of cyt-c. The bin size 

of 0.05 nm was used for the plot. The distributions were estimated under the assumption of the 

preferred orientation (sin16.45(θAu-Au), see Figure S1.) of particles relative to the electron beam 

propagation. In panel I, the two distributions estimated by ignoring the interaction between the two 

particles (gray bars) and avoiding collisions (blue bars) are shown. The distribution of the projected 

intersite distance shown in Figure 4G, and the distributions of the actual intersite distance shown 

in Figures 4K, 5C, S6C, S6G are calculated and reconstructed by using the distribution shown in 

blue bars.  



 

 

 

Figure S5. Estimation of the range of the projected extra distance values and their correlation with 

the projected interparticle distance values. (A–D) Representative plots of the projected 

interparticle distances and the projected extra distances measured from randomly generated 

structures of nanogold labeled G1C-G23C, G1C-G45C, G1C-E104C, and unfolded G1C-G45C 

mutant of cyt-c, respectively. The position of a dot in x and y axes represents the projected 

interparticle distance and the projected extra distance, respectively, measured from one of 

randomly generated structures. The projected distances measured from 126 structures for each of 

the folded protein (A–C) and from 162 structures for the unfolded protein (D) are shown as the 

representatives of the distances measured for 10,000 structures generated for each protein.  (E–H) 

The value of the largest maximum rank difference as a function of the ranked projected 

interparticle distance represented in terms of percentage. To generate these plots, we generated 

1,000 structure pools, each consisting of 126 structures for a folded protein or 162 structures for 

the unfolded protein. For each pool, the structures in the pool were ranked within the pool by two 

different criteria, the projected interparticle distance and the projected extra distance, so that each 
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structure has two different rankings depending on the criteria. The difference between the two 

rankings (rank differences) was calculated for each structure to figure out the correlation between 

the projected interparticle distances and the projected extra distances. For example, a small rank 

difference indicates that there is a strong positive correlation between the two projection distances 

of a structure. To show the trends in the rank difference more clearly, we fractionated the structures 

in a pool into ten subgroups in the projected interparticle distance order and took the maximum 

rank difference in each subgroup. The maximum rank differences were compared among 1,000 

structure pools, and their maxima are shown in this plot.  



 

   

 

 

Figure S6. Comparison of the distribution of the actual intersite distance, b, reconstructed under 

two different assumptions of the distribution of projection angle, P(θres-res), and the corresponding 

best-fit distribution of the projected intersite distance, bp, to the experimentally derived distribution 

of bp. (A–H) Reconstructed distribution of b (A–D) and best-fit distributions of bp (E–H, red 

circles with crosses) under the assumption that the pair of labeling nanogold particles and the pair 

of labeled residues in the protein have different degrees of preferred orientation with respect to the 

direction of the incident electron beam. In other words, we assumed that the distribution of θres-res, 

P(θres-res) is different from the distribution of another projection angle, θAu-Au. P(θres-res) is modeled 
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to be proportional to sinx(θres-res). In this model, x denotes the degree of preferred orientation: a 

high value of x indicates that there is a strong preferred orientation of θres-res. The best-fit values of 

x to the experimental data are shown along with their errors in the panels A–D. The experimental 

distribution of bp (E–H, green bars) is shown in the panels E–H together with the best-fit 

distribution of bp for a comparison. The figures in the panels E–H are identical to the Figures 4E–

4H in the main text except that the range of the x-axis, bp, is narrower in this figure to show more 

emphasis on the distributions of bp at low bp values. (I–P) Reconstructed distribution of b (I–L) 

and corresponding best-fit distribution of bp (M–P, red circles with crosses) to the experimental 

distribution of bp under the assumption that the pair of labeling nanogold particles and the pair of 

labeled residues in the protein have the same degree of preferred orientation. In this case, P(θres-

res) is proportional to sin16.45(θres-res). A comparison of the χ2 for the panels E–H and I–L shows that 

χ2 is much higher with x fixed at 16.45 than with free x. The significantly lower χ2 with free x 

indicates that the pair of labeling nanogold particles and the pair of labeled residues in the protein 

have different degrees of preferred orientation with respect to the direction of the incident electron 

beam. The optimized x values are close to 1 in all four cases shown in panels A–D, which further 

implies that the protein has an orientation close to random unlike the labeled nanoparticle pairs 

that show a strongly preferred orientation.   



 

 

Figure S7. Effect of bubbles in the sample solution containing guanidine hydrochloride (GdnHCl). 

(A) Two representative cropped cryo-EM images showing bubbles in the cryo-EM samples. We 

observed the generation of bubbles when the sample solution containing GdnHCl was loaded on 

the TEM grid. These bubbles are observed only in a small portion of the entire cropped images (37 

images out of 162, Nos. 076–078, 091–092, 131–162 in Figure S11). (B) The distribution of the 

projection distances of the 125 particle pairs (empty bars) from the cropped images with no bubbles 

is compared with those of the 162 particle pairs (red filled bars) from all cropped images shown in 

Figure S11. There is no significant difference, indicating that these bubbles have little effect on 

the distribution of the distances between the particles.  



 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G23C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G23C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G23C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G23C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G23C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G23C cyt-c) 

 

Figure S8. Cryo-EM images obtained from nanogold labeled G1C-G23C cyt-c. All the cropped 

images and corresponding background-removed images are presented. Scale bars are 10 nm.  

  



 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c) 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c) 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c) 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c) 

 

Figure S9. Cryo-EM images obtained from nanogold labeled G1C-G45C cyt-c. All the cropped 

images and corresponding background-removed images are presented. Scale bars are 10 nm. 



 



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-E104C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-E104C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-E104C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-E104C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-E104C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-E104C cyt-c) 

 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-E104C cyt-c) 

 

Figure S10. Cryo-EM images obtained from nanogold labeled G1C-E104C cyt-c. All the cropped 

images and corresponding background-removed images are presented. Scale bars are 10 nm. 

  



 

 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c in 

the unfolded state) 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c in 

the unfolded state) 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c in 

the unfolded state) 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c in 

the unfolded state) 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c in 

the unfolded state) 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c in 

the unfolded state) 

  



 

(Continued from the previous page, Cryo-EM images of nanogold labeled G1C-G45C cyt-c in 

the unfolded state) 

 

Figure S11. Cryo-EM images obtained from nanogold labeled G1C-G45C cyt-c in the unfolded 

state. All the cropped images and corresponding background-removed images are presented. Scale 

bars are 10 nm. 

 


